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Abstract. A fundamental fact about bounded-degree graph expanders is that three

notions of expansion—vertex expansion, edge expansion, and spectral expansion—are

all equivalent. In this paper, we study to what extent such a statement is true for

linear-algebraic notions of expansion.

There are two well-studied notions of linear-algebraic expansion, namely, dimension

expansion (defined in analogy to vertex expansion of graphs) and quantum expansion

(defined in analogy to spectral expansion of graphs). Lubotzky and Zelmanov proved

that the latter implies the former. We prove that the converse is false: There are

dimension expanders which are not quantum expanders. This also answers in the

negative questions of Lubotzky–Zelmanov and Dvir–Shpilka on the relation between

dimension expansion and Kazhdan’s property T.

Moreover, this asymmetry is explained by the fact that there are two distinct linear-
algebraic analogues of edge expansion of graphs. The first of these is quantum edge
expansion, which was introduced by Hastings, and which he proved to be equivalent

to quantum expansion. We introduce a new notion, termed dimension edge expansion,
which we prove is equivalent to dimension expansion and which is implied by quantum

edge expansion. Thus, the separation above is implied by a finer one: dimension edge
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expansion is strictly weaker than quantum edge expansion. This new notion also leads to

a new, more modular proof of the Lubotzky–Zelmanov result that quantum expanders

are dimension expanders.

1 Introduction

1.1 Graph-theoretic and linear-algebraic notions of expansion

Expansion is a fundamental graph-theoretic notion, with applications in and connections to

combinatorics, geometry, group theory, number theory, probability, theoretical computer science,

and many other fields. For an in-depth introduction to expanders and their applications, we refer

the reader to the monograph [24].

One of the reasons why expanders are so ubiquitous is that there are three different notions

of expansion in graphs, which are all equivalent. These equivalences naturally yield connections

between different perspectives on expansion, and allow expanders to be utilized and studied in

many different contexts. We briefly recall the three notions of expansion.

Let � = ([=], �) be a 3-regular graph. The edge expansion of �, ℎ(�), is defined as1

ℎ(�) B min

,⊆[=]
1≤|, |≤ =

2

|%, |
3 |, | , (1.1)

where %, B {{8 , 9} ∈ � : 8 ∈,, 9 ∈ [=] \,}. The vertex expansion of �, �(�), is defined as

�(�) B min

,⊆[=]
1≤|, |≤ =

2

|%>DC(,)|
|, | , (1.2)

where %>DC(,) B { 9 ∈ [=] \, : ∃ 8 ∈ ,, s.t. {8 , 9} ∈ �}. The spectral expansion2 of �, �(�), is
defined as

�(�) B the second-smallest eigenvalue of !, (1.3)

where ! is the normalized Laplacian matrix of �, which is the matrix with !8 ,8 = 1, !8 , 9 = −1/3 if
{8 , 9} ∈ � and !8 , 9 = 0 otherwise. Equivalently, ! = �= − �, where �= is the = × = identity matrix and

� is the normalized adjacency matrix of �, defined by �8 , 9 = 1/3 if {8 , 9} ∈ � and �8 , 9 = 0 otherwise.

Note that for any 3-regular graph �, all three quantities ℎ(�), �(�),�(�) are non-negative.

We say that a sequence of 3-regular graphs (�=)=∈ℕ is an edge expander, a vertex expander, and a

spectral expander if the relevant parameter is uniformly bounded away from zero for the whole family,

i. e., if inf= ℎ(�=) > 0, inf= �(�=) > 0, and inf= �(�=) > 0, respectively. As discussed above, these

three notions are equivalent; the precise quantitative relationships between them are given in the

following proposition. Note that in this proposition, the size of the graph is irrelevant and does not

affect any of the bounds.

Proposition 1.1. Let � be a 3-regular graph. Then we have

(1)
�(�)
3
≤ ℎ(�) ≤ �(�);

(2)
�(�)

2
≤ ℎ(�) ≤

√
2�(�).

1Some authors define edge expansion without the factor of 3, but we use this normalization to match the definition of

quantum edge expansion introduced by [22].

2This notion is also sometimes called the spectral gap of �.
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The proof of Proposition 1.1(1) is straightforward. Proposition 1.1(2) is a discrete analogue of

the celebrated Cheeger inequality [9], proved by Dodziuk [11], and independently by Alon–Milman

[2] and Alon [1]. Note that we think of the degree 3 as a constant, so that we only lose a constant

factor when moving between the notions of vertex and edge expansion, and only lose a quadratic

factor when moving between these and the notion of spectral expansion.

In this paper, we are interested in studying linear-algebraic notions of expansion and their

relationships. There are several well-studied notions of linear-algebraic expansion, including

dimension expanders (introduced by Barak, Impagliazzo, Shpilka, and Wigderson [4]), quantum3

expanders (introduced independently by Hastings [21] and by Ben-Aroya and Ta-Shma [6]), and

quantum edge expanders (introduced byHastings [22]). Wewill not discuss here themotivations for

these definitions (besides being very natural extensions of the related graph-theoretic parameters),

but note that they have led to much further exploration. For dimension expansion see, e. g.,

[7, 8, 12, 13, 14, 29] and for quantum expansion see, e. g., [5, 15, 20, 23, 26, 33]. Many of these papers

and others deal with the important problem of explicitly constructing quantum and dimension

expanders; some make use of connections between different notions of expansion, and have led

to the introduction of new notions of expansion (e. g., monotone expanders [8, 12, 13]). The

linear-algebraic notions of expansion will be formally defined momentarily, but first we wish to

make some high-level remarks about them.

Dimension expansion is defined in natural analogy to the graph-theoretic definition of vertex

expansion, quantum expansion is defined in natural analogy to spectral expansion, and quantum

edge expansion is defined in natural analogy to edge expansion. Because of these analogies, it is

natural to wonder whether the three notions are equivalent. Hastings [22] and Temme et al. [34]
proved an analogue of Proposition 1.1(2), showing that quantum expansion and quantum edge

expansion are equivalent. Additionally, it is implicit in the paper by Lubotzky and Zelmanov [29]

that (under mild assumptions) quantum expansion implies dimension expansion. However, no

converse has been known, nor any analogue of Proposition 1.1(1) relating dimension expansion

and quantum edge expansion.

Our first result, Theorem 1.8, shows that in fact the converse, namely, that dimension expansion

implies quantum expansion or quantum edge expansion, is false. Indeed, we show the existence

of dimension expanders that are arbitrarily poor quantum expanders (and thus arbitrarily poor

quantum edge expanders). Moreover, we are able to explain why no such equivalence holds: It is

because there is a missing fourth notion of linear-algebraic expansion, which we term dimension edge
expansion (Definition 1.6). This is yet another natural linear-algebraic analogue of edge expansion,

which had not been previously defined. For this notion, it is straightforward to show an analogue of

Proposition 1.1(1), proving that dimension expansion and dimension edge expansion are equivalent

(Theorem 1.9(1)). Additionally, we prove that quantum edge expansion implies dimension edge

expansion (Theorem 1.9(3)).

3The word “quantum” refers to their applications in many-body quantum systems and quantum complexity theory.
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[3, 20]

Thm. 1.13
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Figure 1: A schematic depiction of the relationships between different notions of expansion. The

solid arrows indicate the implications or equivalences, while the dashed arrows represent proper

generalizations. Our main contributions are highlighted in red.

To understand what all these implications mean, consider Figure 1 above, which clarifies the

conceptual value of the new definition. We stress, as the figure suggests, that both quantum and

linear-algebraic notions of edge expansion specialize to the same graph-theoretic one. Additionally,

the figure shows the two equivalences discussed above, namely that both quantum notions are

equivalent, and both dimension notions are equivalent. Moreover, it depicts the fact that quantum

edge expansion implies dimension edge expansion. This connection yields a new proof of the

Lubotzky–Zelmanov result discussed above; moreover, our new proof is more modular, and gives a

result that is both qualitatively and quantitatively stronger.

Finally, as depicted in the figure, our negative result shows that there is no reverse implication,

as there exist dimension expanders which are not quantum expanders. Said differently, in the

linear-algebraic setting, the quantum notions of expansion are strictly stronger than the dimension

notions. We stress again the surprising consequence: Although both linear-algebraic notions of

edge expansion generalize the same graph-theoretic notion, they are not equivalent.

We now turn to the formal definitions of these linear-algebraic notions. Once the definitions are

in place, we can state our main theorems.

1.2 Definitions of linear-algebraic expansion

Throughout, our main object of study will be a matrix tuple B = (�1 , . . . , �3) ∈ M(=, F )3, where

F is some field and M(=, F ) denotes the space of = × = matrices over F . The above notions of

linear-algebraic expansion will all be properties of such matrix tuples B. The analogies to graphs

will be apparent when considering B as a tuple of permutationmatrices, which naturally define a

3-regular graph.4

4For it to define an undirected graph, it must be a symmetric set of permutations, but this is essentially without loss of

generality. Additionally, it is well-known [17] that any 3-regular graph can be decomposed as a union of 3 permutations

(at least when 3 is even), so we may always view a 3-regular graph as a tuple of permutation matrices.
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1.2.1 Quantum expansion and quantum edge expansion

When working with quantum expanders and quantum edge expanders, we work with the field

F = ℂ. Additionally, rather thanworkingwith arbitrarymatrix tuples, weworkwith doubly stochastic
matrix tuples, which are those tuples B = (�1 , . . . , �3) ∈ M(=,ℂ)3 with

∑3
8=1
�8�

∗
8
=

∑3
8=1
�∗
8
�8 = 3�= ,

where �= is the = × = identity matrix5. An important special case is that of unitary matrix tuples,
where each �8 is a unitary matrix.

Definition 1.2. Given a doubly stochastic matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3, the associated
quantum operator is the linear map ΦB : M(=,ℂ) →M(=,ℂ) defined by

ΦB(-) B
1

3

3∑
8=1

�8-�
∗
8 .

The quantum operator ΦB should be thought of as an analogue of the normalized adjacency

matrix � of a graph �. Indeed, it is straightforward to check that if each �8 is a permutation matrix,

and if - is a diagonal matrix, then ΦB(-) is also diagonal, and the diagonal entries are precisely the

entries of �G, where G is the vector of diagonal entries of -. Similarly, it is easy to verify that the

largest eigenvalue of ΦB is 1, with eigenvector �= . Continuing the analogy, we define the Laplacian
operator by ΛB B ℐ −ΦB, where ℐ is the identity map M(=,ℂ) →M(=,ℂ).

Based on this analogy between quantum operators and adjacency matrices, the following

definition6 from [6, 22] is a natural analogue of the definition of spectral expansion of a graph.

Definition 1.3. Given a doubly stochastic matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3, its quantum
expansion, �(B), is defined to be the second-smallest singular value7 of ΛB.

For fixed 3 and� > 0, we say that a family of doubly stochasticmatrix tuples {B= = (�1 , . . . , �3) ∈
M(=,ℂ)3 | = ∈ ℕ} is an (=, 3,�)-quantum expander if �(B=) ≥ � for all = ∈ ℕ.

Similarly, the following definition from [22] is a linear-algebraic analogue of the edge expansion

of a graph.

Definition 1.4. Given a doubly stochastic matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3, its quantum edge
expansion is defined as

ℎ&(B) B min

+≤ℂ=
1≤dim(+)≤ =

2

〈�= − %+ ,ΦB(%+ )〉
dim(+) , (1.4)

where %+ is the orthogonal projection onto the subspace + ≤ ℂ=
, and where 〈·, ·〉 denotes the

standard inner product on M(=,ℂ).
For fixed 3 and ℎ > 0, we say that a family of doubly stochasticmatrix tuples {B= = (�1 , . . . , �3) ∈

M(=,ℂ)3 | = ∈ ℕ} is an (=, 3, ℎ)-quantum edge expander if ℎ&(B=) ≥ ℎ for all = ∈ ℕ.

5We remark that in some related works, such as [16, 18], doubly stochastic tuples are defined as those with∑
�8�
∗
8
=

∑
�∗
8
�8 = �= , that is, that their convention disagrees with ours by a factor of 3. This constant factor is immaterial,

but the normalization above is more natural for our present applications, since it extends the perspective of viewing the

adjacency matrix of a 3-regular graph as the sum of 3 permutation matrices.

6We remark that often, quantum expansion is defined for a quantum operator, rather than for a tuple of matrices,

where a quantum operator is defined abstractly as a linear map M(=,ℂ) →M(=,ℂ) satisfying certain properties. However,

it is well-known [32, Theorem 8.2] that any quantum operator arises in an essentially unique way from a doubly stochastic

matrix tuple, so the two perspectives are equivalent.

7In general, ΦB (and thus also ΛB) may not be a self-adjoint operator on M(=,ℂ), and hence its eigenvalues may not

be real; this is why we restrict our attention to singular values. In many special cases (e. g., if all the matrices �8 are

Hermitian, or if the tuple B is a symmetric set of permutation matrices), ΦB and ΛB are self-adjoint, and then we may

equivalently define �(B) as the second-smallest eigenvalue of ΛB.
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Suppose again that each �8 is a permutationmatrix. Let, ⊆ [=], and suppose that+ = 〈4 9〉9∈, is

a coordinate subspace, spanned by a subset of the standard basis {41 , . . . , 4=} of ℂ=
. Then %+ is simply

a diagonal matrix with a 1 in positions indexed by, and a 0 elsewhere. Similarly, as discussed

above, ΦB(%+ ) is another diagonal matrix, whose diagonal entries are precisely the entries of �1, ,

where � is the normalized adjacency matrix of � and 1, is the indicator vector of, . Therefore,

〈�= − %+ ,ΦB(%+ )〉 is equal to 1[=]\,�1, , which in turn equals
1

3 |%, |. Thus, when B comprises

permutation matrices and when we restrict the minimum to coordinate subspaces + ≤ ℂ=
, the

definition of quantum edge expansion precisely recovers the definition of edge expansion of a

graph.

1.2.2 Dimension expanders and dimension edge expanders

Dimension expansion and dimension edge expansion are well-defined over any field, but for

simplicity, we continue working with F = ℂ for the moment.

Given a tuple of matrices B = (�1 , . . . , �3) ∈ M(=,ℂ)3, the image of + ≤ ℂ=
under B is

B(+) B 〈∪8∈[3]�8(+)〉, where �8(+) B {�8E : E ∈ +} and 〈·〉 denotes linear span over ℂ.

Definition 1.5. The dimension expansion of a matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3 is defined as

�(B) B min

+≤ℂ=
1≤dim(+)≤ =

2

dim(+ + B(+)) − dim(+)
dim(+) . (1.5)

For fixed 3 and � > 0, we say that a family of matrix tuples {B= = (�1 , . . . , �3) ∈ M(=,ℂ)3 | = ∈ ℕ}
is an (=, 3, �)-dimension expander if �(B=) ≥ � for all = ∈ ℕ.

To see the analogy to vertex expansion in graphs, suppose that each �8 is a permutation

matrix, let , ⊆ [=], and suppose that + = 〈4 9〉9∈, is a coordinate subspace. Then �8(+) is
another coordinate subspace, spanned by the images of, under the permutation �8 . Therefore,

dim(+ + B(+)) − dim(+) precisely counts how many elements in the complement of, are in the

image of some �8 . In other words, if we restrict the definition of dimension expansion to tuples

of permutation matrices, and restrict the minimum to coordinate subspaces + ≤ ℂ=
, we precisely

recover the definition of vertex expansion in graphs.

The same perspective motivates our new definition of dimension edge expanders. To define

them, we first need to define the restriction of a matrix to a subspace. Let + ≤ ℂ=
be a subspace

of dimension A, and let ) ∈ M(= × A,ℂ) be a matrix whose columns form an orthonormal basis

of + . Similarly, let ' ∈ M((= − A) × =,ℂ) be a matrix whose rows form an orthonormal basis of

+⊥, the orthogonal complement of + . Given � ∈ M(=,ℂ), its restriction to (+⊥ , +) is defined by

�|+⊥ ,+ B '�). Note that while ) and ' are not unique, a different choice of ) and ' would give

rise to a matrix that is equivalent to �|+⊥ ,+ up to multiplication by unitary matrices (and thus in

particular has the same rank). With this setup, we can define dimension edge expansion.

Definition 1.6. For a matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3, the dimension edge expansion of B is

defined as

ℎ�(B) B min

+≤ℂ=
1≤dim(+)≤ =

2

∑3
8=1

rank(�8 |+⊥ ,+ )
3 · dim(+) . (1.6)

For fixed 3 and ℎ > 0, we say that a family of matrix tuples {B= = (�1 , . . . , �3) ∈ M(=,ℂ)3 | = ∈ ℕ}
is an (=, 3, ℎ)-dimension edge expander if ℎ�(B=) ≥ ℎ for all = ∈ ℕ.
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Again suppose that + = 〈4 9〉9∈, is a coordinate subspace corresponding to some, ⊆ [=]. Then
�8 |+⊥ ,+ is simply the submatrix of �8 with columns indexed by, and rows indexed by [=] \, .

In case �8 is a permutation matrix, the rank of this submatrix is precisely the number of non-zero

entries in it, which is equal to the number of elements of, mapped to [=] \, by the permutation

�8 . In other words, if we restrict our attention to permutation matrices and to coordinate subspaces,

we again recover the definition of edge expansion of graphs.

Remark 1.7. To extend the definition of dimension edge expansion to any field F , we de-

note by +⊥ the annihilator of + ≤ F = with respect to the standard dot product, i. e., +⊥ :={
D ∈ F = | (∀E ∈ +)(DCE = 0)

}
. Then let ) ∈ M(= × A, F ) be a matrix whose columns form a basis of

+ , and ' ∈ M((= − A) × =, F ) whose rows form a basis of +⊥. Given � ∈ M(=, F ), its restriction
to (+⊥ , +) is defined by �|+⊥ ,+ B '�). Dimension edge expansion is now defined identically to

Definition 1.6.

1.3 Main results

As discussed in Section 1.1, our results demonstrate that in the linear-algebraic setting, the

relationship between the various notions of expansion is substantially subtler than it is in the

graph-theoretic setting. Our first main result is negative: it says that in general, a matrix tuple over

ℂ can be a good dimension expander while having arbitrarily poor quantum expansion.

Theorem 1.8. A dimension expander may be an arbitrarily poor quantum expander. More precisely, there
are constants � > 0 and 3 ∈ ℕ so that for all � > 0 and all sufficiently large =, there exists a unitary matrix
tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3 such that �(B) ≥ � but �(B) < �.

In fact, we prove something stronger: given any unitary matrix tuple B0 ∈ M(=,ℂ)3, we can

find another unitary matrix tuple B ∈ M(=,ℂ)3 so that �(B) ≥ �(B0)/3 and �(B) < �. Moreover B is

obtained from B0 in a very simple way: each matrix in B is simply a very small fractional power of

the corresponding matrix in B0. Perhaps surprisingly, our proof uses a number of compactness

arguments, and thus gives no quantitative information on how small this fractional power must be.

While the use of compactness arguments make this result non-explicit in a certain sense, in

a different sense it is quite explicit. Specifically, since we show that any unitary matrix tuple B0

can be converted into another unitary matrix tuple B of comparable dimension expansion and

arbitrarily bad quantum expansion, it demonstrates that such tuples—dimension expanders that

are not quantum expanders—are “all over the place,” and arise naturally from arbitrary dimension

expanders. Theorem 1.8 can also serve as a barrier result, giving an indication of the kinds of

approaches that cannot be used to construct quantum expanders. Indeed, any construction or

analysis that is invariant under matrix powers cannot distinguish B0 and B above, and hence cannot

be used to construct quantum expanders.

We remark that Theorem 1.8 can be used to answer in the negative questions of Lubotzky–

Zelmanov [29, Remark/Question 2.5] and Dvir–Shpilka [12, Question 1] about the relationship

between dimension expansion and Kazhdan’s property T. As stating these questions requires some

terminological setup, we defer the detailed discussion to Section 2.1. Informally, however, we show

that Theorem 1.8 implies the existence of a group Γ generated by a set ( and an irreducible unitary

representation � : Γ→ U(=) such that (�(B))B∈( is a dimension expander, but such that Γ does not

have property T; see Theorem 2.9 for a precise statement.

In the other direction, we have a number of relationships between the various notions of

linear-algebraic expansion, in analogy to Proposition 1.1.

Theorem 1.9. Let B = (�1 , . . . , �3) ∈ M(=,ℂ)3 be a doubly stochastic matrix tuple. Then we have
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(1)
�(B)
3
≤ ℎ�(B) ≤ �(B);

(2)
�(B)

2
≤ ℎ&(B) ≤

√
2�(B);

(3) ℎ&(B) ≤ 3 · ℎ�(B).

In case B is a unitary matrix tuple, we may replace (3) by the stronger bound

(4) ℎ&(B) ≤ ℎ�(B).

In fact, Theorem 1.9(1) holds for any matrix tuple over any field; the assumptions that we are

working over ℂ and have a doubly stochastic matrix tuple are only necessary so that �(B) and ℎ&(B)
are well-defined. As mentioned above, Theorem 1.9(2) is not new, and was proved by Hastings [22,

Appendix A] for the Hermitian matrix tuples and Temme et al. [34, Lemma 20] for doubly stochastic

matrix tuples. So we do not prove Theorem 1.9(2) in this paper, but we include it in the statement

of Theorem 1.9 in order to make the analogy to Proposition 1.1 as transparent as possible.

Speaking of Proposition 1.1, the key thing to stress about the difference between the graph-

theoretic and linear-algebraic settings is that the single graph-theoretic notion of edge expansion,

which appears in both Propositions 1.1(1) and 1.1(2), corresponds to two distinct linear-algebraic
notions, namely, dimension edge expansion and quantum edge expansion. That these two quantities

are not equivalent is implied by Theorem 1.8, which gives a separation between � and �. However,

the fact that there is an inequality relating them—Theorem 1.9(3)—shows that quantum expansion

implies dimension expansion, as stated in the next corollary.

Corollary 1.10. Every quantum expander is a dimension expander. More precisely, if B ∈ M(=,ℂ)3 is a
doubly stochastic matrix tuple, then

�(B) ≥ �(B)
23

.

In case B is a unitary matrix tuple, we have the stronger bound

�(B) ≥ �(B)
2

.

Proof. We have that

�(B) ≥ ℎ�(B) ≥
ℎ&(B)
3
≥ �(B)

23
,

where the three inequalities follow from the first three parts of Theorem 1.9. In case B is unitary, we

may replace the second inequality above by ℎ�(B) ≥ ℎ&(B), thanks to Theorem 1.9(4). �

As discussed above, a similar result was proved by Lubotzky and Zelmanov [29].8

Theorem 1.11 ([29, Proposition 2.1]). Let B = (�1 , . . . , �3) ∈ M(=,ℂ)3 be a unitary matrix tuple. Then

�(B) ≥ �(B)
6

.

8Lubotzky and Zelmanov were unaware of the notion of quantum expansion, and thus did not state this result in this

language. Harrow [20] was the first to observe that their approach passes through quantum expansion as an intermediate

step.
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Lubotzky and Zelmanov only stated this result for matrix tuples arising from irreducible unitary

representations of finite groups, but their proof actually works in the generality of arbitrary unitary

matrix tuples.

Note that our result (Corollary 1.10) is both quantitatively stronger (in that we obtain a better

constant factor) and qualitatively stronger (as we obtain a result for all doubly stochastic matrix

tuples, not only unitary tuples). Additionally, we believe that our proof is conceptually simpler

than that of [29], since the implication from quantum to dimension expansion naturally breaks into

three simpler implications (quantum implies quantum edge, which implies dimension edge, which

implies dimension).

Lubotzky and Zelmanov [29] proved Theorem 1.11 in order to explicitly construct dimension

expanders over ℂ. Indeed, this motivation is a natural reason to study the relationships between

linear-algebraic notions of expansion: Corollary 1.10 implies that any construction of a quantum

expander also yields a construction of a dimension expander, whereas Theorem 1.8 shows that

the converse does not hold. We remark that explicit constructions of quantum and dimension

expanders is an important and highly active area of research, which we do not discuss further,

except to stress that this is a very natural reason to study connections between different notions of

expansion. As discussed above, Theorem 1.8 can be viewed as a barrier result showing which kinds

of constructions of quantum expanders are impossible, whereas we hope that the connections in

Theorem 1.9 will be useful in future work on explicit constructions of linear-algebraic expanders.

We also remark that one can also define a natural !? analogue of quantum edge expansion

in terms of Schatten norms, somewhat analogous to !? notions of graph expansion studied by

Matoušek [30]. We discuss this, and raise an open problem about it, in Section 5.

1.4 Connections between graphs and matrix spaces

There is a natural way of associating a matrix tuple to a graph. Given a 3-regular graph � = ([=], �),
we define the graphical matrix tuple associatedwith� to be thematrix tuple9 B� = (

√
=E8 , 9 : {8 , 9} ∈ �),

where E8 , 9 is the elementary matrix with a 1 in position (8 , 9) and zeros in all other entries. Note

that B� is a tuple of 2 |� | = 3= matrices, and thus is not particularly natural from the perspective

of expansion: we are usually interested in families of matrix tuples where the length of the tuple

stays constant as the dimension of the matrices grows. Here, even if the degree 3 of � is fixed, the

number of matrices in B� tends to infinity with =.

Nonetheless, the construction of B� is very natural from other perspectives. Indeed, the matrices

in B� form the standard basis for the graphical matrix space associated to �. In [27], we proved that

many important graph-theoretic properties of � are equivalent to linear-algebraic properties of B�.
In particular, we proved a number of results that we term inherited correspondences, which say that

the value of a certain optimum associated to � is equal to a related optimum associated to B�, even
though the feasible region in the latter optimum is generally much larger; for example, an optimum

over all subgraphs of � may equal an optimum over all subspaces of 〈B�〉, even though there are

many more subspaces than subgraphs.

As it turns out, the various expansion parameters give us a number of other results of this type.

The first of these is due to Bannink, Briët, Labib, and Maassen [3], who proved that the quantum

expansion of B� equals the spectral expansion of �.

Theorem 1.12 ([3, Proposition 3.7]). For every 3-regular graph �, �(�) = �(B�).
We prove analogous results for dimension expansion and dimension edge expansion.

9Note that we scale each E8 , 9 by a factor of

√
= in order to ensure that B� is a doubly stochastic matrix tuple, as∑

{8 , 9}∈�(
√
=E8 , 9)(

√
=E8 , 9)∗ =

∑
{8 , 9}∈�(

√
=E8 , 9)∗(

√
=E8 , 9) = 3=�= .
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Theorem 1.13. For every 3-regular graph �, �(�) = �(B�) and ℎ(�) = ℎ�(B�).

In contrast, no such equality holds for quantum edge expansion. In fact, it fails already for the

simplest possible graph, consisting of two vertices and a single edge.

Proposition 1.14. ℎ( 2) = 1, but ℎ&(B 2
) ≤ 1

2
.

Using the same proof technique, one can check that ℎ&(B = ) < ℎ( =) for all = ≥ 2. The fact that

ℎ(�) and ℎ&(B�) are different in general may shed further light on our main results in Theorems 1.8

and 1.9, that dimension edge expansion and quantum edge expansion are different. However, we

stress that these simple examples have no direct bearing on Theorems 1.8 and 1.9, as B� is not a

matrix tuple of constant length, which is the setting in which Theorems 1.8 and 1.9 are interesting.

Remark 1.15. We include the

√
= normalization in the definition of B� in order to obtain a doubly

stochastic tuple. When working with a non-3-regular graph or over a field other than ℂ, one should

omit this normalization; with this definition, Theorem 1.13 holds for any graph � and over any

field.

1.5 Notation and basic definitions

For = ∈ ℕ, [=] B {1, . . . , =}. Throughout, we work with finite-dimensional vector spaces over a

field F . The elements of F = are length-= column vectors over F . The linear space of =′ × = matrices

over F is denoted by M(=′ × =, F ). For simplicity we shall write M(=, F ) for M(= × =, F ). We use

E8 , 9 ∈ M(=′ × =, F ) to denote the =′ × = elementary matrix where the (8 , 9)th entry is 1, and other

entries are 0. We use U(=) to denote the set of = × = unitary matrices over ℂ.

We use 〈G, H〉 to denote inner products. In particular, for G = (G1 , . . . , G=)C , H = (H1 , . . . , H=)C ∈ ℂ=
,

their inner product is 〈G, H〉 B ∑=
8=1

G8H8 . For every ? ∈ [1,∞), the !?-norm of G ∈ ℂ=
is defined as

‖G‖!? B
(
=∑
8=1

|G8 |?
) 1

?

.

Define ‖G‖!∞ B max8 |G8 |.
We use Tr(·) to denote the usual trace function on M(=, F ). For -,. ∈ M(=,ℂ), their inner

product is 〈-,.〉 B Tr(-∗.). For every ? ∈ [1,∞), the Schatten-? norm of - ∈ M(=,ℂ) is defined
as

‖-‖(? B
(
Tr

[
(-∗-)

?
2

] ) 1

?

.

Define ‖-‖(∞ B sup{|〈G, -H〉| : ‖G‖!2
, ‖H‖!2

≤ 1}, which is the operator norm of -.

1.6 Organization

In Section 2, we prove Theorem 1.8, showing that a small fractional power of a dimension expander

yields another dimension expander which is an arbitrarily poor quantum expander. In Section 3,

we prove Theorem 1.9, showing that dimension and dimension edge expansion are equivalent,

and that quantum edge expansion implies dimension edge expansion. In Section 4, we prove

Theorem 1.13 and Proposition 1.14, relating graph expansion and linear-algebraic expansion of

the associated graphical matrix tuple. We conclude in Section 5 with some open problems and

concluding remarks.
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2 Dimension expanders that are not quantum expanders

In this section, we prove Theorem 1.8. Our main technical result is the following, which says that

given an arbitrary unitary matrix tuple, any sufficiently small fractional power of it has comparable

dimension expansion. As it is easy to show that a sufficiently small fractional power of any unitary

matrix tuple has poor quantum expansion, it becomes straightforward to deduce Theorem 1.8, as

we show below.

Recall that given a unitary matrix* , there exists a Hermitian matrix � such that* = e
8�
. Using

this, we can define arbitrary powers of* : for any B > 0, we define* B B e
8B�

. Note that this notion

depends on the choice of �, and a different choice of � may yield a different outcome, but this will

not matter for us. So for any unitary matrix* , we fix a choice of Hermitian � such that* = e
8�
,

and then define powers of* with respect to this choice.

Theorem 2.1. Let U = (*1 , . . . , *3) ∈ U(=)3 be a tuple of unitary matrices. There exists some B0 > 0 such
that for all B ∈ (0, B0), the unitary matrix tuple UB = (* B

1
, . . . , * B

3
) ∈ U(=)3 satisfies �(UB) ≥ �(U)/3.

Assuming Theorem 2.1, we can prove Theorem 1.8.

Proof of Theorem 1.8. We recall the variational definition of quantum expansion: for any doubly

stochastic matrix tuple B, we have that

�(B) = 1 − max

0≠-∈M(=,ℂ)
Tr(-)=0

‖ΦB(-)‖(2

‖-‖(2

. (2.1)

Indeed, we first note that the second-smallest singular value of ΛB equals one minus the second-

largest singular value of ΦB. Since the largest eigenvalue of ΦB is 1, with �= as both a left and a right

eigenvector, we know that the second-largest singular value of ΦB is simply the operator norm of

ΦB when restricted to the orthogonal complement of �= . The orthogonal complement of �= is the set

of matrices - with Tr(-) = 0, and thus the maximum in (2.1) precisely defines the second-largest

singular value of ΦB. In particular, by the triangle inequality, we see that

�(B) = max

0≠-∈M(=,ℂ)
Tr(-)=0

‖-‖(2
− ‖ΦB(-)‖(2

‖-‖(2

≤ max

0≠-∈M(=,ℂ)
Tr(-)=0

‖- −ΦB(-)‖(2

‖-‖(2

. (2.2)

It is well-known that for constant 3 ∈ ℕ and � > 0, there exist unitary (=, 3, 3�)-dimension

expanders for all sufficiently large = (e. g., by taking 100 random = × = unitary matrices). So fix

some U = (*1 , . . . , *3) ∈ U(=)3 with �(U) ≥ 3�. By Theorem 2.1, we know that UB
is still an

(=, 3, �)-dimension expander for any sufficiently small B. Given � > 0, we claim that �(UB) < � for
sufficiently small B.

Note that as B tends to 0, UB
approaches the identity tuple (�= , . . . , �=). More precisely, for any

� > 0 and any 8 ∈ [3], there exists a sufficiently small B such that

‖�= −* B
8 ‖(2

<
�
2

and ‖�= − (* B
8 )
∗‖(2

<
�
2

. (2.3)

Note that the two conditions are actually equivalent, as the Schatten norm is invariant under taking

conjugate transpose. Now fix B sufficiently small so that (2.3) holds for all 8 ∈ [3], and so that

�(UB) ≥ �(U)/3 ≥ �. It remains to prove that for this choice of B, we have �(UB) < �.
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Fix some 0 ≠ - ∈ M(=,ℂ)with Tr(-) = 0. By our choice of B, we have that

‖- −ΦUB (-)‖(2

‖-‖(2

=
‖∑3

8=1
(- −* B

8
-(* B

8
)∗)‖(2

3‖-‖(2

≤
3∑
8=1

‖-(�= − (* B
8
)∗) + (�= −* B

8
)-(* B

8
)∗‖(2

3‖-‖(2

(2.4)

≤
3∑
8=1

‖-(�= − (* B
8
)∗)‖(2

+ ‖(�= −* B
8
)-(* B

8
)∗‖(2

3‖-‖(2

(2.5)

=

3∑
8=1

‖-(�= − (* B
8
)∗)‖(2

+ ‖(�= −* B
8
)-‖(2

3‖-‖(2

(2.6)

≤
3∑
8=1

‖�= − (* B
8
)∗‖(2

+ ‖�= −* B
8
‖(2

3
(2.7)

< �, (2.8)

where (2.4) and (2.5) use the triangle inequality, (2.6) uses the fact that Schatten norms are invariant

under unitary multiplications, (2.7) uses the submultiplicativity of the Schatten norm, and (2.8) uses

our assumption that (2.3) holds for all 8 ∈ [3]. By taking the maximum over all such -, we conclude

that for sufficiently small B, the tuple UB
is an (=, 3, �)-dimension expander, but �(ΦUB ) < �. �

In order to prove Theorem 2.1, we will need the following lemma. It says that for a fixed subspace
, ≤ ℂ=

, taking a small power of a matrix* does not ruin the dimension expansion. Specifically, if

there is a subspace + ≤ , so that *+ ∩, = {0}, then * B+ ∩, = {0} for all sufficiently small

B. This almost suffices to prove Theorem 2.1, except that the condition that B is sufficiently small

depends on + and, ; in order to obtain an absolute bound, we will use a compactness argument.

Lemma 2.2. Let* be a unitary matrix and let + ≤ , ≤ ℂ= be subspaces. Suppose that*E ∉, for all
non-zero E ∈ + . There exists some � > 0 so that* BE ∉, for all 0 < B < �.

Here, as before, the matrix power* B
is defined by fixing a Hermitian matrix � so that* = e

8�
,

and then defining* B B e
8B�

. At a high level, Lemma 2.2 is proved as follows. For a fixed non-zero

E ∈ + , we know that *E ∉ , . Consider the trajectory * BE, viewed as a function of B. We know

that this trajectory eventually leaves, (as*E ∉,); let us assume for the moment that in fact, the

first derivative of the trajectory has a non-zero component in,⊥. This means that for sufficiently

small B, the trajectory * BE is well-approximated by a line which does not lie in, , and thus for

some small but positive amount of time, this trajectory stays outside, . By bounding the second

derivative of the trajectory, this argument can be made rigorous.

Unfortunately, it need not be the case that the first derivative of the trajectory lies outside, , so

one cannot just apply the argument as sketched above. However, since *E ∉, for all non-zero

E ∈ + , we see that for each non-zero E ∈ + , some derivative of the trajectory lies outside, . By

performing a backwards induction on the order of the first derivative which lies outside, (and at

each step repeating the argument above), one can prove Lemma 2.2. Here are the details.

Proof of Lemma 2.2. Fix a non-zero vector E ∈ + . For B ≥ 0, we write * BE in terms of the Taylor

expansion of e
8B�

, i. e.,

* BE = e
8B�E =

∞∑
9=0

1

9!
(8B�)9E =

∞∑
9=0

(8B)9
9!
� 9E.
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Note that if � :E ∈ , for all : ≥ 0, then * BE ∈ , for all B ≥ 0, and in particular *E ∈ , , which

contradicts our assumption. Therefore, we see that for every non-zero E ∈ + , there is some integer

: ≥ 0 so that � 9E ∈, for all 0 ≤ 9 ≤ :, but � :+1E ∉, .

For : ≥ 0, let +: ⊆ + be the set of E ∈ + so that � 9E ∈ , for all 0 ≤ 9 ≤ :. Note that +: is a

subspace of + , and they are nested as + = +0 ≥ +1 ≥ +2 ≥ · · · . By the discussion above, we know

that

⋂
:≥0

+: = {0}. Additionally, since + is finite-dimensional, we see that this chain eventually

stabilizes at {0}, i. e., there is some  so that + −1 ≠ {0} but + = {0}. We will now prove the

following claim by induction on :, starting at : =  and working down to : = 1.

Claim 2.3. For every 1 ≤ : ≤  , there exists some �: > 0 so that the following holds. For every E ∈ +:−1

with ‖E‖!2
= 1, we have that* BE ∉, for all B ∈ (0, �:).

Note that the : = 1 case of this claim is simply the desired lemma statement, since +0 = + and

since we lose nothing by restricting to vectors of norm 1.

Proof of Claim 2.3. We prove the claim by (reverse) induction on :. For the base case of : =  ,

let E ∈ + −1 be a vector of norm 1. Let % ∈ M(=,ℂ) denote the orthogonal projection onto the

orthogonal complement of, . Observe that for any B > 0, we have

%* BE =

∞∑
9=0

(8B)9
9!
%� 9E =

∞∑
9= 

(8B)9
9!
%� 9E,

since � 9E ∈, for all 9 <  , and thus %� 9E = 0 for all 9 <  . For any B ∈ (0, 1), we have that (8B) +1

( + 1)!%�
 +1E


!2

=
B +1

( + 1)! ‖%�
 +1E‖!2

≤ 1

( + 1)! ‖�
 +1E‖!2

≤
‖�‖ +1

(∞

( + 1)! C � ,

where we use that B ≤ 1 and that % is a contraction in the first inequality, and the definition of the

Schatten-∞ norm and the assumption ‖E‖!2
= 1 in the second inequality. Therefore, by Taylor’s

theorem, we find that for all B ∈ (0, 1) and all E ∈ + −1 with ‖E‖!2
= 1, we have that

‖%* BE‖!2
≥

 (8B)  !

%� E


!2

− � B +1 =
B 

 !

‖%� E‖!2
− � B +1.

Note that the function E ↦→ ‖%� E‖!2
is a continuous real-valued function on the unit sphere in

+ −1, which is compact. Moreover, since+ = {0}, we know that� E ∉, for all non-zero E ∈ + −1,

and thus ‖%� E‖!2
is strictly positive for all E ∈ + −1 with ‖E‖!2

= 1. Therefore, there exists some

2 > 0 so that ‖%� E‖!2
≥  !2 for all E ∈ + −1 with ‖E‖!2

= 1. Continuing our computation

above, we conclude that

‖%* BE‖!2
≥ 2 B − � B +1

for all B ∈ (0, 1) and all E ∈ + −1 with ‖E‖!2
= 1. If we let � = min{2 /� , 1}, then this implies

that ‖%* BE‖!2
> 0 for all B ∈ (0, � ). This is equivalent to saying that * BE ∉, for all B ∈ (0, � ),

which proves the claim for : =  .

We now move to the inductive step. There is nothing to prove if +:−1 = +: , so we may assume

that+: is a proper subspace of+:−1. Inductively, suppose we know the claim holds for : + 1, i. e., <–

that there exists some �:+1 > 0 so that * BE ∉, for all E ∈ +: with ‖E‖!2
= 1 and all B ∈ (0, �:+1).

As E ↦→ * BE is a continuous map, and as, is closed, we conclude that* BE ∉, for all B ∈ (0, �:+1)
and all E which is in a sufficiently small open neighborhood of the unit sphere in+: . More precisely,
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there exists some �: > 0 so that the following holds for all E ∈ +:−1 with ‖E‖!2
= 1: Suppose we

write E = D + F where D ∈ +⊥
:
and F ∈ +: , and suppose that ‖D‖!2

< �: . Then * BE ∉ , for all

B ∈ (0, �:+1).
So it suffices to now only consider such E with ‖D‖!2

≥ �: . Note that for any such E, we have

that

‖%� :E‖!2
= ‖%� :(D + F)‖!2

= ‖%� :D‖!2
,

since � :F ∈, , as F ∈ +: . Now, the set of unit vectors E ∈ +:−1 for which ‖D‖!2
≥ �: is compact,

and the function E ↦→ ‖%� :E‖!2
is continuous and strictly positive on it. So there exists some 2: > 0

so that ‖%� :E‖!2
≥ :!2: for all such E. The rest of the proof is very similar to the base case. For any

B > 0, we have that

%* BE =

∞∑
9=0

(8B)9
9!
%� 9E =

∞∑
9=:

(8B)9
9!
%� 9E.

For any B ∈ (0, 1), we have that (8B):+1

(: + 1)!%�
:+1E


!2

=
B:+1

(: + 1)! ‖%�
:+1E‖!2

≤ 1

(: + 1)! ‖�
:+1E‖!2

≤
‖�‖:+1

(∞

(: + 1)! C �: .

By Taylor’s theorem, we conclude that if E = D + F is such that ‖D‖!2
≥ �: , then for any B ∈ (0, 1),

‖%* BE‖!2
≥

 (8B)::! %� :E


!2

− �:B:+1 =
B:

:!
‖%� :E‖!2

− �:B:+1 ≥ 2:B: − �:B:+1.

Thus, for such E, we see that * BE ∉ , for all B ∈ (0, 2:/�:). On the other hand, for those E with

‖D‖ < �: , we know that * BE ∉ , for all B ∈ (0, �:+1). Thus, we get the desired result by setting

�: = min{2:/�: , �:+1 , 1}. �

As discussed above, the : = 1 case of the claim is equivalent to the lemma statement, so this

concludes the proof. �

For 1 ≤ A ≤ =, let Gr(=, A) denote the Grassmannian of A-dimensional subspaces of ℂ=
. We

make the following definition, which will be useful in the proof of Theorem 2.1.

Definition 2.4. Let U = (*1 , . . . , *3) ∈ U(=)3 be a tuple of = × = unitary matrices. Given a real

number � > 0 and a subspace, ∈ Gr(=, A), let us say that a tuple (+, 8, �) is �-expansive for, if it

satisfies the following conditions.

(i) + is a subspace of, , 8 ∈ [3] is an integer, and � > 0 is a strictly positive real number.

(ii) We have dim(+) ≥ �A/3.

(iii) For every B ∈ (0, �), we have that* B
8
+ ∩, = {0}.

Our next simple lemma shows that if U is a (=, 3, �)-dimension expander, then every subspace

has an expansive tuple. The implication is a straightforward consequence of Lemma 2.2, but the

language of expansive tuples will be more convenient for the compactness argument we use in the

proof of Theorem 2.1.

Lemma 2.5. Let U = (*1 , . . . , *3) ∈ U(=)3 be a unitary matrix tuple, and let � > 0 be a real number. If
U is a (=, 3, �)-dimension expander, then for all 1 ≤ A ≤ =/2 and all, ∈ Gr(=, A), there is a �-expansive
tuple for, .
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Proof. By thedefinitionof dimension expansion,weknow thatdim(,+*1,+· · ·+*3,)−dim(,) ≥
�A. Therefore, there exists some 8 so that dim(, +*8,) − dim(,) ≥ �A/3. Let + be a maximum-

dimensional subspace of, with the property that *8+ ∩, = {0}; then the above implies that

dim(+) ≥ �A/3. Finally, by Lemma 2.2, we see that there exists some � > 0 so that* B+ ∩, = {0}
for all 0 < B < �, implying that (+, 8, �) is �-expansive for, . �

Nowsupposewe are given a unitarymatrix* ∈ U(=) and a subspace+ ≤ , with* B+∩, = {0}
for all 0 < B < �. Intuitively, the continuity of the map + ↦→ * B+ implies that if we perturb

, to a “nearby” subspace , ′, we can similarly perturb + to +′ ≤ , ′ with the property that

* B+′ ∩, ′ = {0} for all 0 < B < �. The following lemma makes this precise, for which it is best

to use the language of fiber bundles. For a thorough introduction to this topic, see, e. g., [10] or

[25, Section III.9]; we briefly recall the key notions we will need. A fiber bundle consists of a tuple
(�, ", �,�), where �, ", � are topological spaces, and � : �→ " is a continuous map. The only

property we impose is that, for every G ∈ ", the preimage �−1(G) is homeomorphic to �, and

moreover that these homeomorphisms vary continuously as a function of G.10 That is, � locally

looks like the product space " × �, but there may be some global twistedness to the structure11. In

a fiber bundle (�, ", �,�), " is called the base space, � is called the total space, � is called the fiber,
and � is called the bundle map. Finally, a given an open set $ ⊆ ", a continuous section on $ is a

continuous map � : $ → � such that � ◦ � is the identity map on $; intuitively, this corresponds to

a choice of a point �(G) ∈ � for each G ∈ $, such that these choices vary continuously.

Let Gr(=, ≤ A) denote the disjoint union of Gr(=, ℓ ) over 0 ≤ ℓ ≤ A. There is a fiber bundle � over

Gr(=, A)whose fibers are Gr(=, ≤ A), i. e., above, ∈ Gr(=, A)we simply put all possible subspaces

of, . More precisely, the total space of the bundle is

� =
{
(,,+) ∈ Gr(=, A) ×Gr(=, ≤ A) : + is a subspace of,

}
,

and the bundle map � : � → Gr(=, A) is given by �(,,+) = , . We remark that in the algebraic

geometry literature, such a structure is often called a partial flag variety; see, e. g., [19, Example 8.30]

for details.

With this setup, we are finally ready to state and prove the next lemma, which allows us to

continuously perturb a pair + ≤ , with* B+ ∩, = {0}.

Lemma 2.6. Let, ∈ Gr(=, A), and let* be an = × = unitary matrix. Suppose that there exist � > 0 and a
subspace+ ≤ , so that* B+ ∩, = {0} for all 0 < B < �. Then there exists an open set $ ⊆ Gr(=, A) with
, ∈ $ and a continuous section � : $ → � of the fiber bundle � so that �(,) = + and for all, ′ ∈ $, we
have that* B�(, ′) ∩, ′ = {0}.

Proof. Let ℓ = dim(+). For - ∈ Gr(=, A), let V(-) be the collection of ℓ -dimensional subspaces

. of - with the property that * B. ∩ - = {0} for all 0 < B < �. As (B, .) ↦→ * B. is continuous

in both variables, we see that V(-) is open for all -. Again by continuity, V(-) also varies

continuously as we vary - ∈ Gr(=, A). Since + ∈ V(,), these properties imply that we can find an

open neighborhood $ of, and a section � as claimed. �

We are now ready to prove Theorem 2.1.

10Formally, we require that, for every G ∈ ", there is an open neighborhood G ∈ $ ⊂ " and a homeomorphism

!* : �−1($) → $ × � such that �|�−1($) = � ◦ !, where � denotes the standard projection $ × �→ $.

11A good intuitive example to keep in mind is the Möbius strip, which locally looks like a cylinder (1 × [0, 1], but has a
global twist.
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Proof of Theorem 2.1. LetU = (*1 , . . . , *3) ∈ U(=)3 be a (=, 3, �)-dimension expander. ByLemma2.5,

for every 1 ≤ A ≤ =/2 and every, ∈ Gr(=, A), we may find an expansive tuple (+, 8, �) for, . By

Lemma 2.6, there exists an open neighborhood $, of, as well as a section � : $, → � of the

bundle � so that* B
8
�(, ′) ∩, ′ = {0} for all, ′ ∈ $, and all 0 < B < �.

Now, the collection {$, },∈Gr(=,A) forms an open cover of Gr(=, A), so by compactness, we can

find a finite subcover, say $1 , . . . , $) . By the way we constructed these $, , we see that there

are �1 , . . . , �) > 0 so that for each , ∈ $ 9 , there is an expansive tuple for , with � = � 9 . By

letting B0 = min9 � 9 we conclude that for every, ∈ Gr(=, A), there is an expansive tuple for, with

� ≥ B0. In other words, for every, , there exist 8 ∈ [3] and + ≤ , with dim(+) ≥ �A/3 so that

* B
8
+ ∩, = {0} for all 0 < B < B0. This implies that dim(, +UB(,)) − dim(,) ≥ �A/3 for all, .

In other words, we see that �(UB) ≥ �/3 for all 0 < B < B0, as claimed. �

To summarize, we have proven that given any dimension expander U = (*1 , . . . , *3) ∈ U(=)3,
two things are simultaneously true. On the one hand, all sufficiently small powers UB

remain

dimension expanders. On the other hand, as B → 0, the tuple UB
converges to the identity tuple,

and thus a sufficiently small power is an arbitrarily bad quantum expander. It is natural to hope

that one can reverse this process, namely, that by taking a large exponent B, we can convert any

dimension expander into one that is also a quantum expander. Sadly, this is also not true, as shown

by the following simple counterexample.

Proposition 2.7. There exists a dimension expander U ∈ U(=)3 such that for any B > 0, UB is not a quantum
expander.

More precisely, there exists an absolute constant � > 0 such that the following holds for all � > 0 and all
sufficiently large =. There exists a (=, 100, �)-dimension expander U = (*1 , . . . , *100) ∈ U(=)100 such that
for all B > 0, we have �(UB) < �.

Proof sketch. Fix some � > 0. Let 41 , . . . , 4= be the standard basis of ℂ=
. Let �� ⊆ U(=) denote the set

of = × = unitary matrices " with the property that for all 9 ∈ [=], we have

��〈< 9 , 4 9〉
�� > 1 − �, where

< 9 is the 9th column of ". Then �� is a non-empty open subset of U(=), which means that we

can sample according to the induced Haar measure on ��. Let "1 , . . . , "100 be 100 independently

random samples from this measure. Additionally, let�1 , . . . , �100 be independent random diagonal

matrices whose diagonal entries are drawn uniformly at random from the unit circle. Finally, let

*8 = "8�8"
∗
8
, so that each *8 is a random unitary matrix whose eigenvectors are the columns

of "8 and whose eigenvalues are the diagonal entries of �8 . Note that for any B > 0, we have

* B
8
= "8�

B
8
"∗

8
, and �B

8
is a diagonal matrix whose diagonal entries are the Bth powers of the

diagonal entries of �8 .

It is well-known that 100 random unitary matrices form a (=, 100, �)-dimension expander for

some fixed � > 0 when = is large [12]. For the same reason, it is straightforward to check that

U = (*1 , . . . , *100) forms an (=, 100, �)-dimension expander for some fixed � > 0. The point is that

while *1 , . . . , *3 are not uniformly random unitary matrices, they are generic in an appropriate

sense, which suffices for them to form a dimension expander. However, we claim that for any B > 0,

we have �(UB) ≤ 10�. Since � was arbitrary, this yields an example of a dimension expander none

of whose powers is a quantum expander.

To see this, we first observe that by the definition of ��, the (1, 1) entry of "8 has absolute value

at least 1 − �, and the first row of "8 is a unit vector. Since �B
8
is a diagonal matrix whose diagonal

entries have absolute value 1, this implies that both "∗
8
41 and �

B
8
"∗

8
41 are unit vectors whose first

coordinate has norm at least 1− �. Let E, F ∈ ℂ=−1
be the last = − 1 coordinates of"∗

8
41 and �

B
8
"∗

8
41,

respectively, so that ‖E‖!2
, ‖F‖!2

≤
√

1 − (1 − �)2 ≤
√

2�. The Cauchy–Schwarz inequality then
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gives |〈E, F〉| ≤ 2�, which implies��〈41 , * B
8 41〉

�� = ��〈41 , "8�
B
8"
∗
8 41〉

�� = ��〈"∗8 41 , �B
8"
∗
8 41〉

�� ≥ (1 − �)2 − |〈E, F〉| ≥ 1 − 4�.

Let % = 414
∗
1
be the projection on to the subspace spanned by 41. Then the entry of* B

8
%(* B

8
)∗ in the

(1, 1) position is

4∗
1

(
* B
8 %(*

B
8 )
∗) 41 = (4∗

1
* B
8 41)(4

∗
1
(* B

8 )
∗41) =

��〈41 , * B
8 41〉

��2 ≥ 1 − 8�.

Let - = % − 1

= �= , so that - is a traceless matrix with (2-norm 1 − $( 1= ). The computation above

implies that the (1, 1) entry of* B
8
-(* B

8
)∗ is at least 1−8�− 1

= . As this holds for all 8, we conclude that

it also holds for ΦUB (-), which in turn implies that ‖ΦUB (-)‖(2
≥ 1 − 8� − 1

= . As ‖-‖(2
≥ 1 − $( 1= ),

we conclude that �(UB) ≤ 10� for all sufficiently large =. �

2.1 Dimension expansion and Kazhdan’s property T

Theorem 1.8 can be used to resolve in the negative a question of Lubotzky–Zelmanov [29] and

Dvir–Shpilka [12] about the relation between dimension expansion and Kazhdan’s property T. As

this question is somewhat removed from the main topic of the paper, we will keep our discussion

brief; we refer to [12, 29] and the book [28] for more thorough introductions. Let Γ be a group

generated by a finite set (, and let � : Γ → U(=) be a unitary representation of Γ. The Kazhdan
constant of (Γ, (, �) is defined to be

�(
Γ
(�) B inf

0≠E∈ℂ=
max

,∈(

‖�(,)E − E‖!2

‖E‖!2

.

The Kazhdan constant of (Γ, () is defined to be �(
Γ
B inf� �(Γ(�) > 0, where the infimum is over all

unitary representations � with no non-zero invariant vector. The pair (Γ, () is said to have property
T if �(

Γ
> 0.

We remark that if Γ is finite, then �(
Γ
is closely related to the spectral expansion of the Cayley

graph Cay(Γ, () (see, e. g., [31] for details). Moreover, many standard constructions of graph

expanders are based on Cayley graphs of (finite quotients of) groups with property T.

Associated to the representation � is another representation, called the adjoint representation,
and denoted adj �, which is defined as follows. Let M(=,ℂ)0 denote the set of matrices in M(=,ℂ)
with trace 0. For every , ∈ Γ and - ∈ M(=,ℂ)0, we define (adj �)(,)- B �(,)-�(,)∗. It is not hard
to check that adj � : Γ→ U(M(=,ℂ)0) is another unitary representation if we endow M(=,ℂ)0 with

the standard inner product. Additionally, by Schur’s lemma, adj � has no non-zero invariant vector

if � is irreducible.

If |( | = 3, then a unitary representation � naturally yields a unitarymatrix tupleB� B (�(B))B∈( ∈
U(=)3. Lubotzky and Zelmanov [29] proved that if (Γ, () has property T, then all such tuples are

dimension expanders; more precisely, they proved that �(B�) is lower-bounded in terms of �(
Γ
(adj �).

In particular, if (Γ, () has property T, then �(
Γ
(adj �) ≥ �(

Γ
, hence �(B�) is bounded away from zero

for all irreducible �.
Lubotzky–Zelmanov [29, Remark/Question 2.5] and Dvir–Shpilka [12, Question 1] asked

whether a converse to this statement holds.

Question 2.8 ([29, Remark/Question 2.5], [12, Question 1]). Let Γ be a group generated by a finite set (.
If � : Γ→ U(=) is a unitary representation such that B� is a dimension expander, then is it true that �(

Γ
(�)

and �(
Γ
(adj �) are bounded away from zero?
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More precisely, Lubotzky–Zelmanov asked about �(
Γ
(adj �), and Dvir–Shpilka asked about �(

Γ
(�);

Dvir and Shpilka also imposed the extra condition that � is irreducible. The following result, a

simple consequence of Theorem 2.1, answers both questions in the negative.

Theorem 2.9. There exist absolute constants � > 0, 3 ∈ ℕ such that the following holds for all � > 0. There
exists a group Γ, generated by a set ( with |( | = 3, and an irreducible unitary representation � : Γ→ U(=)
such that �(B�) ≥ � but �(

Γ
(�), �(

Γ
(adj �) < �.

Proof. Let Γ0 be some group with a generating set (0 such that (Γ0 , (0) has property T. For example,

we can take Γ0 = SL3(ℤ) and (0 =

{[
1 1 0

0 1 0

0 0 1

]
,
[

0 0 1

1 0 0

0 1 0

]}
(see [29, Example 3.I]). Let 3 = |(0 |. As

discussed above, there is an absolute constant �0 > 0, depending only on �(0

Γ0

, such that �(B�0
) ≥ �0

for all irreducible unitary representations �0 : Γ0 → U(=).
Let � = �0/3 > 0. By Theorem 2.1, there exists some B0 > 0 such that, for every B ∈ (0, B0), we

have that �(BB�0

) ≥ �. Moreover, by picking B sufficiently small, we can ensure that ‖�= −* ‖(2
< �/2

for all* ∈ BB
�0

, as in (2.3). Finally, by potentially decreasing B further, we may assume that B = 1/:
for some integer :.

Now, let Γ be the subgroup of U(=) generated by the matrices in the 3-tuple BB
�0

, and call this

generating set (. Note that for every , ∈ (0, we have that �0(,)B ∈ Γ, hence �0(,) = (�0(,)B): ∈ Γ as

well.

As Γ is defined as a subgroup of U(=), we have a natural inclusion map � : Γ→ U(=). We claim

that the representation � is irreducible. Indeed, suppose that + ≤ ℂ=
is a non-trivial �-invariant

subspace. Since �0(,) ∈ Γ for all , ∈ (0, this implies that �0(,) fixes + for all , ∈ (0. But as (0

generates Γ0, this in turn implies that + is a �0-invariant subspace, which is a contradiction as we

assumed that �0 was irreducible.

Let B� = (�(,)),∈( = BB
�0

. By construction, we have that �(B�) = �(BB
�0

) ≥ �. The fact that each
element of ( is �/2-close to �= in Schatten-2 norm, and thus in operator norm, immediately implies

that �(
Γ
(�) < �. Moreover, by essentially the same computation as in (2.8), we see that �(

Γ
(adj �) < �

as well. �

3 Relations between linear-algebraic notions of expansion

In this section, we prove Theorem 1.9. Theorem 1.9(2) was proved by Hastings [22, Appendix A]

and Temme et al. [34, Lemma 20], so it remains to prove Theorems 1.9(1), 1.9(3) and 1.9(4).

We begin with Theorem 1.9(1). As remarked in the introduction, the result actually holds for

arbitrary matrix tuples over arbitrary fields, as stated in the following result.

Proposition 3.1. For B B (�1 , . . . , �3) ∈ M(=, F )3, it holds that �(B)
3
≤ ℎ�(B) ≤ �(B).

Proof. We first show that �(B) ≤ 3 · ℎ�(B). For any B ∈ M(=, F )3, let B′ = (B, �=) ∈ M(=, F )3+1
.

From the definitions, it is clear that �(B′) = �(B) and ℎ�(B′) = 3
3+1

ℎ�(B). We shall prove that

�(B′) ≤ (3 + 1)ℎ�(B′).
Fix some + ≤ F = of dimension 1 ≤ A ≤ =/2 and let ) ∈ M(= × A, F ) be a matrix whose columns

form a basis of + . Let ' ∈ M((= − A) × =, F ) be a matrix whose rows form a basis of +⊥, as defined
in Remark 1.7. Let �8 |+⊥ ,+ = '�8) ∈ M((=− A)× A, F ) for each 8 ∈ [3]. Note that we have rank()) = A
and rank(') = = − A.

Let C = dim(+ + B′(+)), and notice that C = dim(B′(+)) since �3+1 = �= . We have that

C ≥ (1 + �(B′)) · dim(+) = (1 + �(B′)) · A. Let, ∈ M(= × C , F ) be a matrix whose columns form a

basis of B′(+).
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Then we have rank(',) = dim(B′(+)) − dim(ker(') ∩ B′(+)) ≥ C − A ≥ �(B′) · A and

3+1∑
8=1

rank(�8 |+⊥ ,+ ) =
3+1∑
8=1

dim(colspan(�8 |+⊥ ,+ ))

≥ dim(〈∪8∈[3+1] colspan('�8))〉)
= dim('〈∪8∈[3+1] colspan(�8))〉) (3.1)

= rank(',) (3.2)

≥ �(B′) · A,

where (3.1) holds since ' has full row rank and (3.2) holds since 〈∪8∈[3+1] colspan(�8))〉 = B′(+).
Ranging over all subspaces + ≤ F = of dimension at most =/2, we find that �(B′) ≤ (3 + 1)ℎ�(B′),
and �(B) ≤ 3 · ℎ�(B) follows.

Now we show that ℎ�(B) ≤ �(B). Fix some + ≤ F = of dimension 1 ≤ A ≤ =/2, let ), ' be as

above, and note that + = ker('). Let, be a matrix whose columns are a basis of B(+). We have

that

3 · ℎ�(B) · dim(+) ≤
3∑
8=1

rank(�8 |+⊥ ,+ )

=

3∑
8=1

dim(colspan('�8)))

≤ 3 · dim(∪8∈[3] colspan('�8))) [since ∑
8∈[3] dim(,8) ≤ 3 · dim(∪8∈[3],8)]

= 3 · dim('(∪8∈[3] colspan(�8)))) [since ' has full row rank]
= 3 · rank(',) [since ∪8∈[3] colspan(�8)) = B(+)]
= 3 · (dim(B(+)) − dim(B(+) ∩ ker(')) [since B(+) = colspan(,)]
= 3 · (dim(B(+)) − dim(+ ∩ B(+))) [since + = ker(')]
= 3 · (dim(+ + B(+)) − dim(+)).

This implies that dim(+ + B(+)) − dim(+) ≥ ℎ�(B) · dim(+). Ranging over all subspace + ≤ F = of

dimension at most =/2, we conclude that ℎ�(B) ≤ �(B). �

We now turn to Theorems 1.9(3) and 1.9(4), which lower-bound the dimension edge expansion

in terms of the quantum edge expansion. As explained in the introduction, it is this inequality

which allows us to prove that quantum expanders are dimension expanders.

In order to prove Theorems 1.9(3) and 1.9(4), we will use the following equivalent formulation

of quantum edge expansion.

Lemma 3.2. For any doubly stochastic matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3, we have

ℎ&(B) = min

+≤ℂ=
1≤dim(+)≤ =

2

∑3
8=1
‖�8 |+⊥ ,+ ‖2(2

3 · dim(+) . (3.3)

Proof. Fix some subspace + ≤ ℂ=
of dimension 1 ≤ A ≤ =/2. Let )+ be an = × A matrix whose

columns form an orthonormal basis of + . Then the orthogonal projection %+ onto the subspace +

satisfies %+ = )+)
∗
+
. Let +⊥ be the orthogonal complement of + , and )+⊥ be an = × (= − A)matrix

whose columns form an orthonormal basis of +⊥. Then %+⊥ = �= − %+ = )+⊥)∗+⊥ .
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We then have

〈�= − %+ ,Φ(%+ )〉 = Tr((�= − %+ )∗Φ(%+ ))

=
1

3

3∑
8=1

Tr

(
)+⊥)

∗
+⊥�8)+)

∗
+�
∗
8

)
=

1

3

3∑
8=1

Tr

(
)∗
+⊥�8)+)

∗
+�
∗
8)+⊥

)
=

1

3

3∑
8=1

‖)∗
+⊥�8)+ ‖

2

(2

=
1

3

3∑
8=1

‖�8 |+⊥ ,+ ‖2(2

.

This implies that the objective functions in (3.3) and (1.4) are identical. The feasible regions are also

the same, which concludes the proof. �

We are now ready to prove Theorems 1.9(3) and 1.9(4).

Proof of Theorems 1.9(3) and 1.9(4). Fix a doubly stochastic matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3.
By (3.3) and (1.6), we wish to prove that

min

+≤ℂ=
1≤dim(+)≤ =

2

∑3
8=1
‖�8 |+⊥ ,+ ‖2(2

3 · dim(+) ≤ 3 · min

+≤ℂ=
1≤dim(+)≤ =

2

∑3
8=1

rank(�8 |+⊥ ,+ )
3 · dim(+) .

So it suffices to prove that ‖�8 |+⊥ ,+ ‖2(2

≤ 3 · rank(�8 |+⊥ ,+ ) for any subspace + ≤ ℂ=
and all 8 ∈ [3].

We first claim that the operator norm of �8 |+⊥ ,+ = )∗
+⊥�8)+ is at most

√
3. Indeed, recall that∑3

8=1
�∗
8
�8 = 3�= , so 3�= − �∗8�8 is positive semidefinite for any 8 ∈ [3]. Thus, the operator norm of

�8 is upper bounded by

√
3 for each 8 ∈ [3]. Moreover, the operator norm of any isometry is at

most 1, thus ‖)+⊥ ‖(∞ , ‖)+ ‖(∞ ≤ 1. Using the submultiplicativity of the operator norm, we have

‖)∗
+⊥�8)+ ‖(∞ ≤

√
3.

Recall that ‖�8 |+⊥ ,+ ‖2(2

= ‖)∗
+⊥�8)+ ‖

2

(2

is the sum of the squares of the singular values of)∗
+⊥�8)+ .

As there are precisely rank()∗
+⊥�8)+ ) non-zero singular values, and each one is upper-bounded by

‖)∗
+⊥�8)+ ‖(∞ ≤

√
3, we conclude that

‖�8 |+⊥ ,+ ‖2(2

≤ rank()∗
+⊥�8)+ )‖)

∗
+⊥�8)+ ‖

2

(∞
≤ 3 · rank(�8 |+⊥ ,+ ),

as claimed. This proves Theorem 1.9(3).

In order to prove Theorem 1.9(4), note that if �8 is a unitary matrix, then ‖�8 ‖(∞ = 1. This implies

that ‖)∗
+⊥�8)+ ‖

2

(∞
≤ 1, so the argument above shows that ‖�8 |+⊥ ,+ ‖2(2

≤ rank(�8 |+⊥ ,+ ), which yields

Theorem 1.9(4). �

4 Connections between graphs and matrix spaces

In this section, we study the graphical matrix tuple B� associated to a 3-regular graph �. We begin

by proving that ℎ(B�) is in general different from ℎ(�), as stated in Proposition 1.14.
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Proof of Proposition 1.14. Recall that  2 is the graph with two vertices connected by an edge. We

certainly have that ℎ( 2) = 1. Note that B 2
=

( [
0

√
2

0 0

]
,
[

0 0√
2 0

] )
.

Consider the subspace + ≤ ℂ2
spanned by the vector ( 1√

2

, 1√
2

). The orthogonal projection onto

+ is given by the matrix %+ =
1

2

[
1 1

1 1

]
, and

ΦB 
2

(%+ ) =
1

2

( [
0

√
2

0 0

] [
1

2

1

2

1

2

1

2

] [
0

√
2

0 0

] ∗
+

[
0 0√
2 0

] [
1

2

1

2

1

2

1

2

] [
0 0√
2 0

] ∗)
=

[
1

2
0

0
1

2

]
.

Therefore,

〈�2 − %+ ,ΦB 
2

(%+ )〉 = Tr

( [
1

2
− 1

2

− 1

2

1

2

] ∗ [
1

2
0

0
1

2

] )
=

1

2

.

Hence, as ℎ&(B 2
) is defined as a minimum over all one-dimensional subspaces, we find that

ℎ&(B 2
) ≤ 〈�2 − %+ ,ΦB 

2

(%+ )〉 = 1

2
, as claimed. �

Remark 4.1. It is not hard to show that in fact, ℎ&(B 2
) = 1

2
. More generally, one can show that

ℎ&(B = ) ≤ 1

= , which is smaller than ℎ( =) for all = ≥ 2.

We now turn to the proof of Theorem 1.13. As the proofs that ℎ�(B�) = ℎ(�) and �(B�) = �(�)
are disjoint, we separate the Theorem 1.13 into two statements, Propositions 4.2 and 4.4. Note that

Theorem 1.13 holds over any field, so we will work with F instead of ℂ in the rest of this section.

Proposition 4.2. For any 3-regular graph � = ([=], �), we have ℎ�(B�) = ℎ(�).

Proof. For E ∈ F = , denote by supp(E) ⊆ [=] the set of indices of the non-zero coordinates of E. For

+ ≤ F = , we let supp(+) = ∪E∈+ supp(E). Define +⊥ as in Remark 1.7. Now we claim the following.

Claim 4.3. We have that

rank(E8 , 9 |+⊥ ,+ ) =
{

1 if 8 ∈ supp(+⊥) and 9 ∈ supp(+)
0 otherwise.

Proof. Suppose dim(+) = A and dim(+⊥) = = − A. Let )+ be an = × A matrix and )+⊥ an = × (= − A))
matrix whose columns form a basis of + and of +⊥, respectively. Denote by E1 , . . . , E= ∈ F A and
E′

1
, . . . , E′= ∈ F =−A the vectors corresponding to the rows of )+ and )+⊥ , respectively. Then for any

8 , 9 ∈ [=],
E8 , 9 |+⊥ ,+ = )C+⊥E8 , 9)+ = E

′
8E
C
9 .

Note that rank(E8 , 9 |+⊥ ,+ ) = 1 if and only if E8 , 9 |+⊥ ,+ ≠ 0 (and otherwise rank(E8 , 9 |+⊥ ,+ ) = 0). This,

in turn, happens if and only if E′
8
≠ 0 and E 9 ≠ 0, which is equivalent to 8 ∈ supp(+⊥) and

9 ∈ supp(+). �

For any fixed + ≤ F = of dimension 1 ≤ A ≤ =/2, we shall construct a vertex subset, ⊆ [=] of
size A such that ∑

{8 , 9}∈�
rank(E8 , 9 |+⊥ ,+ ) ≥ |%, |,

where here and throughout the sum is over all ordered pairs of vertices which are adjacent in �. We

use the same notation of )+ and )+⊥ as in Claim 4.3. Let ) =
[
)+ )+⊥

]
∈ M(=, F ). We can extend

any basis of %(+)with (= − A) linearly independent vectors to span F = . Specifically, the full basis
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can be represented as an invertible matrix " ∈ GL(=, F ) of which the first A columns form %)+ .

Now break " into blocks:

" =

[
� �

� �

]
,

where � ∈ M(A, F ), � ∈ M(A × (= − A), F ), � ∈ M((= − A) × A, F ) and � ∈ M(= − A, F ). Note that

%)+ =
[
�
�

]
. It follows that � is invertible. Similarly, break "−1

into blocks:

"−1 =

[
�′ �′

�′ �′

]
,

where �′ ∈ M(A, F ), �′ ∈ M(A × (= − A), F ), �′ ∈ M((= − A) × A, F ) and �′ ∈ M(= − A, F ). Since �′ is
the Schur complement of �, �′ is also invertible. Note that[

�′ �′
]
%)+ =

[
�′ �′

] [
�

�

]
= 0.

Since rank(
[
�′ �′

]
%) = = − A, it follows that the rows of

[
�′ �′

]
% form a basis of +⊥. So we let

)+⊥ = (
[
�′ �′

]
%)C = %−1

[
�′C

�′C

]
and thus,

) =
[
)+ )+⊥

]
= %−1

[
� �′C

� �′C

]
.

Let, = {%−1(8) : 8 ∈ [A]}. Then, ⊆ supp(+) and [=] \, = {%−1(8) : 8 ∈ [=] \ [A]} ⊆ supp(+⊥).
By Claim 4.3, rank(E8 , 9 |+⊥ ,+ ) = 1 if and only if 8 ∈ supp(+⊥) and 9 ∈ supp(+). On the other hand,

%, = {{8 , 9} ∈ � : 8 ∈,, 9 ∈ [=] \,}. Thus ∑
{8 , 9}∈� rank(E8 , 9 |+⊥ ,+ ) ≥ |%, |.

In short, for every subspace + ≤ F = of dimension 1 ≤ A ≤ =/2, we can find a set, of A vertices

such that ∑
{8 , 9}∈� rank(E8 , 9 |+⊥ ,+ )

3 · dim(+) ≥ |%, |
3 |, | . (4.1)

Ranging over all subspace + of dimension at most =/2 implies that ℎ�(B�) ≥ ℎ(�). The reverse
inequality ℎ(B�) ≤ ℎ(�) follows by simply choosing + to be the coordinate subspace 〈48〉8∈, , for

which it is clear that

∑
{8 , 9}∈� rank(E8 , 9 |+⊥ ,+ ) = |%, |. �

We now turn to vertex and dimension expansion. The following proof is based on the ideas of

[12, 13]:

Proposition 4.4. For any 3-regular graph � = ([=], �), we have �(B�) = �(�).

Proof. We first show that �(B�) ≥ �(�). For a non-zero vector E ∈ F = , denote by �(E) ∈ [=] the
largest index of a non-zero coordinate of E. Similarly, let �(+) = {�(E) | E ∈ + \ {0}}. For a set

( ⊆ [=] and 8 , 9 ∈ [=], we define 58 , 9(() = {8} if 9 ∈ ( and 58 , 9(() = ∅ otherwise. For any + ≤ F = , we

claim that

�(E8 , 9(+)) ⊇ 58 , 9(�(+)), (4.2)

where equality holds if + is a coordinate subspace. To see this, it suffices to consider the following

two cases:

• If there exists E ∈ + such that the 9th coordinate of E is non-zero, then E8 , 9(+) = 〈48〉, which

implies �(E8 , 9(+)) = {8} ⊇ 58 , 9(�(+)). Moreover, if + is a coordinate subspace, we can also

conclude that 4 9 ∈ + and thus 9 ∈ �(+), which implies that �(E8 , 9(+)) = {8} = 58 , 9(�(+)).
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• If there doesn’t exist E ∈ + such that the 9th coordinate of E is non-zero, then E8 , 9(+) = {0}
and 9 ∉ �(+), which implies �(E8 , 9(+)) = ∅ and 58 , 9(�(+)) = ∅.

Furthermore, for any +1 , +2 ≤ F = , we have that

�(+1 ++2) ⊇ �(+1) ∪ �(+2), (4.3)

where equality holds if +1 and +2 are coordinate subspaces or if one of them only consists of the

zero vector. Thus, for any subspace + ≤ F = of dimension ≤ =/2, we see that

|�(+ + B�(+))| ≥ |�(+) ∪ �(B�(+))| [by (4.3)]

=

�������(+) ∪ � ©«
∑
{8 , 9}∈�

E8 , 9(+)ª®¬
������

=

�������(+) ∪ ©«
⋃
{8 , 9}∈�

�(E8 , 9(+))ª®¬
������ [by (4.3) and E8 , 9(+) = 〈48〉 or {0}]

≥

�������(+) ∪ ©«
⋃
{8 , 9}∈�

58 , 9(�(+))ª®¬
������ [by (4.2)].

Observe that |�(+)| = dim(+) ≤ =/2, as we can always find a basis of + with distinct last non-zero

coordinates. Additionally, for each vertex 9 ∈ �(+), we have that ∪{8 , 9}∈� 58 , 9(9) is the set of neighbors
of 9 in �. It follows that

�(+) ∪ ©«
⋃
{8 , 9}∈�

58 , 9(�(+))ª®¬ = �(+) ∪ (%>DC(�(+))) .

Therefore, by the definition of vertex expansion,

|�(+ + B�(+))| ≥

�������(+) ∪ ©«
⋃
{8 , 9}∈�

58 , 9(�(+))ª®¬
������ = |�(+) ∪ (%>DC(�(+)))| ≥ (1 + �(�)) · |�(+)|.

Therefore, we conclude that

�(B�) = min

+≤F =
1≤dim(+)≤=/2

dim(+ + B�(+)) − dim(+)
dim(+) ≥ �(�).

The reverse inequality follows by picking + to be a coordinate subspace, which turns all the

inequalities above into equalities. �

Remark 4.5. The proof of Proposition 4.4 actually works for any graph, and Proposition 4.2 also

holds for any graph after removing the 3-normalization from the definitions of edge expansion and

dimension edge expansion.
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5 Conclusion and open problems

Recall (3.3), which states that quantum edge expansion of a doubly stochastic matrix tuple can be

equivalently defined in terms of the Schatten-2 norm, namely,

ℎ&(B) = min

+≤ℂ=
1≤dim(+)≤ =

2

∑3
8=1
‖�8 |+⊥ ,+ ‖2(2

3 · dim(+) .

Given this formulation, the following definition is natural.

Definition 5.1. Given ? ∈ [1,∞) and a doubly stochastic matrix tuple B = (�1 , . . . , �3) ∈ M(=,ℂ)3,
the Schatten-? edge expansion of B is defined as

ℎ(? (B) B min

+≤ℂ=
1≤dim(+)≤ =

2

∑3
8=1
‖�8 |+⊥ ,+ ‖?(?

3 · dim(+) .

The proof of Theorem 1.9(3) immediately shows that for any doubly stochastic matrix tuple

B ∈ M(=,ℂ)3 and for any ? ∈ [1,∞), we have

ℎ(? (B) ≤ 3
?
2 · ℎ�(B).

In case B is a unitary matrix tuple, we have the stronger inequality

ℎ(? (B) ≤ ℎ�(B).

Indeed, to prove both of these, we simply recall that ‖�8 |+⊥ ,+ ‖?(? is the sum of the ?th powers of the

singular values of �8 |+⊥ ,+ . There are rank(�8 |+⊥ ,+ ) non-zero singular values, and each of them is

upper-bounded by the operator norm of �8 |+⊥ ,+ . This operator norm, in turn, is upper-bounded by√
3, and by 1 in case �8 is unitary.

Therefore, for any ? ∈ [1,∞), Schatten-? edge expansion implies dimension edge expansion,

and thus dimension expansion. On the other hand, one can modify the proof of Theorem 1.8 to

show that the converse does not hold for any ? ∈ [1,∞). Indeed, if U ∈ U(=)3 is a unitary matrix

tuple, then it is easy to see that ℎ(? (UB) → 0 as B → 0, since the tuple UB
converges to the identity

tuple (�= , . . . , �=) as B → 0. However, Theorem 2.1 states that �(UB) ≥ �(U)/3 for all sufficiently

small B, and thus ℎ�(UB) stays bounded away from zero as B → 0.

Given this, it is very natural to ask whether the notions of Schatten-? edge expansion are all

equivalent.

OpenQuestion 5.2. Fix ?, @ ∈ [1,∞) and 3 ∈ ℕ. Do there exist increasing functions 5 , , : ℝ≥0 → ℝ≥0

such that

5 (ℎ(? (B)) ≤ ℎ(@ (B) ≤ ,(ℎ(? (B))

holds for all doubly stochastic matrix tuples B ∈ M(=,ℂ)3?

If the answer is positive, this could be viewed as a linear-algebraic analogue of a theorem of

Matoušek [30], who proved that a certain !? notion of graph expansion is equivalent to spectral

expansion (i. e., the !2 notion) for all ? ∈ [1,∞).
Acknowledgements. We would like to thank the anonymous reviewers for their careful reading

and thoughtful suggestions, and Laci Babai for his helpful editorial advice.

THEORY OF COMPUTING, Volume 21 (1), 2025, pp. 1–28 24

http://dx.doi.org/10.4086/toc


ON LINEAR-ALGEBRAIC NOTIONS OF EXPANSION

References

[1] Noga Alon: Eigenvalues and expanders. Combinatorica, 6(2):83–96, 1986.

[doi:10.1007/BF02579166] 3, 4

[2] Noga Alon and Vitali D. Milman: �1 , isoperimetric inequalities for graphs and supercon-

centrators. J. Combin. Theory–B, 38(1):73–88, 1985. [doi:10.1016/0095-8956(85)90092-9] 3,

4

[3] Tom Bannink, Jop Briët, Farrokh Labib, and Hans Maassen: Quasirandom quantum channels.

Quantum, 4:298 (1–18), 2020. [doi:10.22331/q-2020-07-16-298] 4, 9

[4] Boaz Barak, Russell Impagliazzo, Amir Shpilka, and Avi Wigderson: Definition and existence

of dimension expanders. Discussion (no written record), 2004. 3

[5] Avraham Ben-Aroya, Oded Schwartz, and Amnon Ta-Shma: Quantum expanders: Motivation

and constructions. Theory of Computing, 6(3):47–79, 2010. [doi:10.4086/toc.2010.v006a003] 3

[6] Avraham Ben-Aroya and Amnon Ta-Shma: Quantum expanders and the quantum entropy

difference problem, 2007. [arXiv:quant-ph/0702129] 3, 5

[7] Jean Bourgain: Expanders and dimensional expansion. C. R. Math. Acad. Sci. Paris, 347(7–
8):357–362, 2009. [doi:10.1016/j.crma.2009.02.009] 3

[8] Jean Bourgain and Amir Yehudayoff: Expansion in SL2(ℝ) and monotone expanders. Geom.
Funct. Anal. (GAFA), 23(1):1–41, 2013. [doi:10.1007/s00039-012-0200-9] 3

[9] Jeff Cheeger: A lower bound for the smallest eigenvalue of the Laplacian. In Problems in
analysis (Sympos. in honor of Salomon Bochner, 1969), pp. 195–199. Princeton Univ. Press, 1971.

[doi:10.1515/9781400869312-013] 3

[10] Ralph Cohen: The topology of fiber bundles. Unpublished lecture notes, available online at

https://math.stanford.edu/~ralph/fiber.pdf, 1998. 15

[11] Jozef Dodziuk: Difference equations, isoperimetric inequality and transience of certain random

walks. Trans. AMS, 284(2):787–794, 1984. [doi:10.2307/1999107] 3, 4

[12] Zeev Dvir and Amir Shpilka: Towards dimension expanders over finite fields. Combinatorica,
31(3):305–320, 2011. [doi:10.1007/s00493-011-2540-8] 3, 7, 16, 17, 22

[13] Zeev Dvir and Avi Wigderson: Monotone expanders: Constructions and applications. Theory
of Computing, 6(12):291–308, 2010. [doi:10.4086/toc.2010.v006a012] 3, 22

[14] Michael A. Forbes and Venkatesan Guruswami: Dimension expanders via rank condensers.

In Proc. 19th Internat. Workshop on Randomization and Computation (RANDOM’15), pp. 800–814.
Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2015. [doi:10.4230/LIPIcs.APPROX-

RANDOM.2015.800] 3

[15] William Cole Franks and Ankur Moitra: Rigorous guarantees for Tyler’s M-estimator via

quantum expansion. In Proc. 33rd Ann. Conf. on Learning Theory (COLT’20), pp. 1601–1632.
MLR Press, 2020. PMLR. 3

THEORY OF COMPUTING, Volume 21 (1), 2025, pp. 1–28 25

http://dx.doi.org/10.1007/BF02579166
http://dx.doi.org/10.1016/0095-8956(85)90092-9
http://dx.doi.org/10.22331/q-2020-07-16-298
http://dx.doi.org/10.4086/toc.2010.v006a003
http://arxiv.org/abs/quant-ph/0702129
http://dx.doi.org/10.1016/j.crma.2009.02.009
http://dx.doi.org/10.1007/s00039-012-0200-9
http://dx.doi.org/10.1515/9781400869312-013
https://math.stanford.edu/~ralph/fiber.pdf
http://dx.doi.org/10.2307/1999107
http://dx.doi.org/10.1007/s00493-011-2540-8
http://dx.doi.org/10.4086/toc.2010.v006a012
http://dx.doi.org/10.4230/LIPIcs.APPROX-RANDOM.2015.800
http://dx.doi.org/10.4230/LIPIcs.APPROX-RANDOM.2015.800
http://proceedings.mlr.press/v125/franks20a/franks20a.pdf
http://dx.doi.org/10.4086/toc


YINAN LI, YOUMING QIAO, AVI WIGDERSON, YUVAL WIGDERSON, AND CHUANQI ZHANG

[16] Ankit Garg, Leonid Gurvits, Rafael M. Oliveira, and Avi Wigderson: Operator scaling:

Theory and applications. Found. Computational Math., 20(2):223–290, 2020. [doi:10.1007/s10208-
019-09417-z] 5

[17] Jonathan L. Gross: Every connected regular graph of even degree is a Schreier coset graph. J.
Combin. Theory–B, 22(3):227–232, 1977. [doi:10.1016/0095-8956(77)90068-5] 4

[18] Leonid Gurvits: Classical complexity and quantum entanglement. J. Comput. System Sci.,
69(3):448–484, 2004. [doi:10.1016/j.jcss.2004.06.003] 5

[19] Joe Harris: Algebraic Geometry: A First Course. Springer, 1995. [doi:10.1007/978-1-4757-2189-8]
15

[20] Aram W. Harrow: Quantum expanders from any classical Cayley graph expander. Quantum
Inf. Comput., 8(8–9):715–721, 2008. [doi:10.26421/QIC8.8-9-2] 3, 4, 8

[21] Matthew B. Hastings: Entropy and entanglement in quantum ground states. Phys. Rev. B,
76(3):035114, 2007. [doi:10.1103/PhysRevB.76.035114] 3, 4

[22] Matthew B. Hastings: Randomunitaries give quantumexpanders. Phys. Rev.A (3), 76(3):032315,
2007. [doi:10.1103/PhysRevA.76.032315] 2, 3, 5, 8, 18

[23] Matthew B. Hastings and Aram W. Harrow: Classical and quantum tensor product expanders.

Quantum Inf. Comput., 9(3–4):336–360, 2009. [doi:10.26421/QIC9.3-4-9] 3

[24] Shlomo Hoory, Nathan Linial, and Avi Wigderson: Expander graphs and their applications.

Bull. AMS, 43(4):439–561, 2006. [doi:10.1090/S0273-0979-06-01126-8] 2

[25] Ivan Kolář, Peter W. Michor, and Jan Slovák: Natural Operations in Differential Geometry.
Springer, 1993. [doi:10.1007/978-3-662-02950-3] 15

[26] Tsz Chiu Kwok, Lap Chi Lau, and Akshay Ramachandran: Spectral analysis of matrix scaling

and operator scaling. SIAM J. Comput., 50(3):1034–1102, 2021. [doi:10.1137/20M1315981] 3

[27] Yinan Li, Youming Qiao, Avi Wigderson, Yuval Wigderson, and Chuanqi Zhang: Connections

between graphs and matrix spaces. Israel J. Math., 256(2):513–580, 2023. [doi:10.1007/s11856-
023-2515-7] 9

[28] Alexander Lubotzky: Discrete Groups, Expanding Graphs and Invariant Measures. Volume 125 of

Progress in Mathematics. Birkhäuser Verlag, Basel, 1994. [doi:10.1007/978-3-0346-0332-4] 17

[29] Alexander Lubotzky and Efim Zelmanov: Dimension expanders. J. Algebraic Geom., 319(2):730–
738, 2008. [doi:10.1016/j.jalgebra.2005.12.033] 3, 4, 7, 8, 9, 17, 18

[30] Jiří Matoušek: On embedding expanders into ℓ? spaces. Israel J. Math., 102(3):189–197, 1997.
[doi:10.1007/BF02773799] 9, 24

[31] Roy Meshulam and Avi Wigderson: Expanders in group algebras. Combinatorica, 24(4):659–680,
2004. [doi:10.1007/s00493-004-0040-9] 17

[32] Michael A. Nielsen and Isaac L. Chuang: Quantum Computation and Quantum Information.
Cambridge Univ. Press, 2000. [doi:10.1017/CBO9780511976667] 5

THEORY OF COMPUTING, Volume 21 (1), 2025, pp. 1–28 26

http://dx.doi.org/10.1007/s10208-019-09417-z
http://dx.doi.org/10.1007/s10208-019-09417-z
http://dx.doi.org/10.1016/0095-8956(77)90068-5
http://dx.doi.org/10.1016/j.jcss.2004.06.003
http://dx.doi.org/10.1007/978-1-4757-2189-8
http://dx.doi.org/10.26421/QIC8.8-9-2
http://dx.doi.org/10.1103/PhysRevB.76.035114
http://dx.doi.org/10.1103/PhysRevA.76.032315
http://dx.doi.org/10.26421/QIC9.3-4-9
http://dx.doi.org/10.1090/S0273-0979-06-01126-8
http://dx.doi.org/10.1007/978-3-662-02950-3
http://dx.doi.org/10.1137/20M1315981
http://dx.doi.org/10.1007/s11856-023-2515-7
http://dx.doi.org/10.1007/s11856-023-2515-7
http://dx.doi.org/10.1007/978-3-0346-0332-4
http://dx.doi.org/10.1016/j.jalgebra.2005.12.033
http://dx.doi.org/10.1007/BF02773799
http://dx.doi.org/10.1007/s00493-004-0040-9
http://dx.doi.org/10.1017/CBO9780511976667
http://dx.doi.org/10.4086/toc


ON LINEAR-ALGEBRAIC NOTIONS OF EXPANSION

[33] Pranab Sen: Efficient quantum tensor product expanders and unitary C-designs via the zigzag

product. 2018. [arXiv:1808.10521] 3

[34] Kristan Temme, Michael J. Kastoryano, Mary Beth Ruskai, Michael M. Wolf, and Frank

Verstraete: The "2
-divergence and mixing times of quantumMarkov processes. J. Math. Phys.,

51(12):122201, 19, 2010. [doi:10.1063/1.3511335] 3, 8, 18

AUTHORS

Yinan Li

Assistant Professor

School of Mathematics and Statistics and

Hubei Computational Science Key Laboratory

Wuhan University

Wuhan, China

Yinan.Li whu edu cn

Youming Qiao

Associate Professor

Centre for Quantum Software and Information

University of Technology Sydney

Ultimo, Sydney, Australia

Youming.Qiao uts edu au

Avi Wigderson

Herbert H. Maass Professor

School of Mathematics

Institute for Advanced Study

Princeton, New Jersey, USA

avi ias edu

Yuval Wigderson

Junior Fellow

Institute for Theoretical Studies

ETH Zürich

Zürich, Switzerland

yuval.wigderson eth-its ethz ch

Chuanqi Zhang

Ph.D. Candidate

Centre for Quantum Software and Information

University of Technology Sydney

Ultimo, Sydney, Australia

Chuanqi.Zhang student uts edu au

THEORY OF COMPUTING, Volume 21 (1), 2025, pp. 1–28 27

http://arxiv.org/abs/1808.10521
http://dx.doi.org/10.1063/1.3511335
http://dx.doi.org/10.4086/toc


YINAN LI, YOUMING QIAO, AVI WIGDERSON, YUVAL WIGDERSON, AND CHUANQI ZHANG

ABOUT THE AUTHORS

Yinan Li graduated from the University of Technology Sydney; his supervisors were

Runyao Duan and Youming Qiao. Subsequently, he was a postdoctoral researcher

at the Centrum Wiskunde & Informatica (CWI), hosted by Ronald de Wolf and

Michael Walter, and a designated assistant professor in François Le Gall’s group

at Nagoya University. Since 2022, he has been an assistant professor at the School

of Mathematics and Statistics, Wuhan University. His research is on quantum

information theory, quantum computation and theoretical computer science.

Youming Qiao graduated from Tsinghua University in 2012; his supervisors were

Andrew Yao and László Babai. Subsequently, he was a postdoctoral researcher at

the National University of Singapore, hosted by Miklos Santha. He then joined the

University of Technology Sydney, and is now an associate professor there. Youming

is interested in computational complexity and algebraic computation. Some specific

problems he has worked on include polynomial identity testing and isomorphism

problems for algebraic structures.

Avi Wigderson was born in Haifa, Israel in 1956, and received his Ph.D. in 1983 at

Princeton University under Dick Lipton. He enjoys and is fascinated with studying

the power and limits of efficient computation, and the remarkable impact of this

field on understanding our world. Avi’s other major source of fascination and joy

are his three kids, Eyal, Einat, and Yuval, and his granddaughters Tamar and Nuri.

Yuval Wigderson graduated from Stanford University in 2022; his supervisor was

Jacob Fox. He subsequently held a postdoctoral position at Tel Aviv University,

hosted by Michael Krivelevich, Wojciech Samotĳ, and Asaf Shapira. He is currently a

Junior Fellow at the Institute for Theoretical Studies at ETH Zürich, hosted by Benny

Sudakov. His research is primarily on extremal and probabilistic combinatorics.

Chuanqi Zhang is a Ph.D. student at the University of Technology Sydney supervised

by Youming Qiao and co-supervised by Mingsheng Ying and Troy Lee. His current

research interests broadly involve computational group theory, algebraic graph

theory with respect to quantum information, and their applications in cryptography.

Chuanqi earned his B. Sc. and M.A. in Mathematics from Wuhan University and

the University of Wisconsin-Madison, respectively.

THEORY OF COMPUTING, Volume 21 (1), 2025, pp. 1–28 28

https://profiles.uts.edu.au/Youming.Qiao
https://homepages.cwi.nl/~rdewolf/
https://qi.rub.de/walter.html
http://www.francoislegall.com/
https://iiis.tsinghua.edu.cn/yao/
https://people.cs.uchicago.edu/~laci/
https://www.irif.fr/~santha/
https://stanford.edu/~jacobfox/
http://www.math.tau.ac.il/~krivelev/
http://www.math.tau.ac.il/~samotij/
http://www.math.tau.ac.il/~asafico/
https://people.math.ethz.ch/~sudakovb/
https://people.math.ethz.ch/~sudakovb/
https://profiles.uts.edu.au/Youming.Qiao
https://scholar.google.com.au/citations?user=jjPif6cAAAAJ&hl=en
https://troylee.org/
http://dx.doi.org/10.4086/toc

	Introduction
	Graph-theoretic and linear-algebraic notions of expansion
	Definitions of linear-algebraic expansion
	Quantum expansion and quantum edge expansion
	Dimension expanders and dimension edge expanders

	Main results
	Connections between graphs and matrix spaces
	Notation and basic definitions
	Organization

	Dimension expanders that are not quantum expanders
	Dimension expansion and Kazhdan's property T

	Relations between linear-algebraic notions of expansion
	Connections between graphs and matrix spaces
	Conclusion and open problems
	References

