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Abstract: In this paper we show that black-box polynomial identity testing (PIT) for n-
variate noncommutative polynomials f of degree D with at most t nonzero monomials can be
done in randomized poly(n, log t, logD) time, and consequently in randomized poly(n, log t,s)
time if f is computable by a circuit of size s. This result makes progress on a question that
has been open for over a decade. Our algorithm is based on efficiently isolating a monomial
using nondeterministic automata.

The above result does not yield an efficient randomized PIT for noncommutative circuits
in general, as noncommutative circuits of size s can compute polynomials with a double-
exponential (in s) number of monomials. As a first step, we consider a natural class of
homogeneous noncommutative circuits, that we call +-regular circuits, and give a white-box
polynomial-time deterministic PIT for them. These circuits can compute noncommutative
polynomials with number of monomials double-exponential in the circuit size. Our algorithm
combines some new structural results for +-regular circuits with known PIT results for
noncommutative algebraic branching programs, a rank bound for commutative depth-3
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identities, and an equivalence testing problem for words. Finally, we solve the black-box
PIT problem for depth-3 +-regular circuits in randomized polynomial time. In particular, we
show if f is a nonzero noncommutative polynomial in n variables over the field F computed
by a depth-3 +-regular circuit of size s, then f cannot be a polynomial identity for the matrix
algebra Ms(F) when F is sufficiently large depending on the degree of f .

1 Introduction

Noncommutative computation, introduced in complexity theory by Hyafil [12] and Nisan [19], is a central
field of algebraic complexity theory. The main algebraic structure of interest is the free noncommutative
ring F〈Z〉 over a field F, where Z = {z1,z2, . . . ,zn}, zi,1≤ i≤ n are free noncommuting variables.1

A fundamental problem in the subject is designing efficient algorithms for noncommutative Polyno-
mial Identity Testing. The problem can be stated as follows:

Let f ∈ F〈Z〉 be a polynomial represented by a noncommutative arithmetic circuit C. The polynomial
f can be either given by a black-box for C (using which we can evaluate the polynomial f on matrices
with entries from F or an extension field), or the circuit C may be explicitly given. The algorithmic
problem is to check if the polynomial computed by C is identically zero.

We recall the formal definition of a noncommutative arithmetic circuit.

Definition 1.1. A noncommutative arithmetic circuit C over a field F and indeterminates z1,z2, . . . ,zn is
a directed acyclic graph (DAG) with each node of indegree zero labeled by a variable or a scalar constant
from F: the indegree 0 nodes are the input nodes of the circuit. Each internal node of the DAG is of
indegree two and is labeled by either a + or a × (indicating that it is a plus gate or multiplication gate,
respectively). Furthermore, the two inputs to each × gate are designated as left and right inputs which is
the order in which the gate multiplication is done. A gate of C is designated as output. Each internal gate
computes a polynomial (by adding or multiplying its input polynomials), where the polynomial computed
at an input node is just its label. The polynomial computed by the circuit is the polynomial computed at
its output gate. An arithmetic circuit is a formula if the fan-out of every gate is at most one.

Notice that if the size of circuit C is s then the degree of the polynomial computed by C can be 2s.
Bogdanov and Wee [8] have shown a randomized polynomial-time algorithm when the degree of the

noncommutative circuit C is polynomially bounded in s and n. Their algorithm is based on a classical
result of Amitsur-Levitzki [3] stated below.

Theorem 1.2 (Amitsur-Levitzki Theorem). For any field F, a nonzero noncommutative polynomial
P ∈ F〈Z〉 of degree ≤ 2d−1 is not a polynomial identity for the matrix algebra Md(F). That is to say, P
does not vanish on all d×d matrices over F.

Remark 1.3. There is a second part to the Amitsur-Levitzki theorem which states that Md(F) has degree
2d identities. In particular, the standard polynomial S2d(x1, . . . ,x2d) = ∑σ∈S2d

sgn(σ)xσ(1) · · ·xσ(2d), is a
minimal identity for Md(F).

1The zi are also called indeterminates. We shall be using both terms interchangeably.
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Bogdanov and Wee’s randomized PIT algorithm [8] applies the above theorem to obtain a randomized
PIT as follows: Let C(z1,z2, . . . ,zn) be a circuit of syntactic degree bounded by 2d−1. For each i ∈ [n],
substitute the variable zi by a d×d matrix Mi of commuting indeterminates. More precisely, the (`,k)-
th entry of Mi is z(i)`,k where 1 ≤ `,k ≤ d. By Theorem 1.2, the matrix M f = f (M1,M2, . . . ,Mn) is not
identically zero. Hence, in M f there is an entry (`′,k′) which has the commutative nonzero polynomial
g`′,k′ over the variables {z(i)`,k : 1≤ i≤ n,1≤ `,k ≤ d}. Notice that the degree of the polynomial g`′,k′ is at
most 2d−1. If we do random substitutions from an extension field of F of size at least 4d, then we get a
randomized polynomial identity testing algorithm, with error probability at most 1/2, by the Polynomial
Identity Lemma2 [20, 26, 18, 9, 27, 28].

The problem with this approach for general noncommutative circuits (whose degree can be 2s) is that
the dimension of the matrices grows linearly with the degree of the polynomial. Therefore, this approach
only yields a randomized exponential-time algorithm for the problem. Finding an efficient randomized
identity test for general noncommutative circuits is a well-known open problem, as mentioned in a recent
workshop on algebraic complexity theory (WACT 2016).

We also recall the definition of noncommutative algebraic branching programs [23].

Definition 1.4. A homogeneous noncommutative algebraic branching program ABP is a layered DAG
with one in-degree zero source node s, and one out-degree zero sink node t. The vertices are partitioned
into layers 0,1, . . . ,d (source at layer 0 and sink at layer d). Edges go only from layer i to layer i+1 for
each i ≤ d−1. Each edge is labeled with a homogeneous linear form in the noncommuting variables
{xi | 1 ≤ i ≤ n}. For each s-to-t directed path γ = e1,e2, . . . ,ed , let fγ = `1 · `2 · · ·`d be the product of
the linear forms `i labeling the edges in that order. The ABP computes the homogeneous degree d
noncommutative polynomial f = ∑γ fγ ∈ F〈X〉, where the sum is over all directed paths γ from s to t.

We note that Raz and Shpilka [23] have shown a white-box deterministic polynomial-time PIT for
noncommutative ABPs. Forbes-Shpilka [11] and Agrawal et al. [1] have given a quasi-polynomial-time
black-box algorithm for small degree noncommutative ABPs.

2 Main results

The main result of the paper is the following theorem that we show about noncommutative identities
which is of independent mathematical interest.

Theorem 2.1. Let F be a field of size more than (n+2)d. Let f ∈F〈z1,z2, . . . ,zn〉 be a nonzero polynomial
of degree d and with t nonzero monomials. Then f cannot be a polynomial identity for the matrix ring
Mk(F) for k ≥ dlog te+1.

The above theorem yields a randomized PIT for black-box noncommutative polynomials. To see this,
suppose f ∈ F〈z1,z2, . . . ,zn〉 be a nonzero polynomial of degree d and with t nonzero monomials. We can
assume F is of size more than (n+2)d (if required, we take a suitable extension field). If f 6≡ 0 then, by
Theorem 2.1, the polynomial f does not vanish if we substitute for each zi, (log t+1)×(log t+1) matrices

2The Polynomial Identity Lemma is widely known as the DeMillo-Lipton-Schwartz-Zippel Lemma. We have given it an
alternative name for reasons explained in Section 3.1, where the lemma is also formally stated as Lemma 3.3.
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of distinct commuting indeterminates. Indeed, f will evaluate to a nonzero (log t +1)× (log t +1) matrix
whose entries are polynomials in commuting variables of degree at most d. For any nonzero entry of
this matrix, by applying the Polynomial Identity Lemma (Lemma 3.3) for commutative polynomials,
random substitution from F (or a suitable extension field) for the commuting variables is nonzero with
high probability.

Corollary 2.2. Let f ∈ F〈z1,z2, . . . ,zn〉 be a noncommutative polynomial of degree d and sparsity t given
by a black-box, where the black-box can be evaluated on matrices over F or an extension field. Then
there is a randomized algorithm to check whether f is an identically zero polynomial that runs in time
poly(logd,n, log t).

In particular, suppose C is a noncommutative arithmetic circuit, given by black-box access, of size
s computing a polynomial in n variables of sparsity t. There is a randomized algorithm that checks if
C ≡ 0 in time poly(s,n, log t).

To second part of the corollary follows because C computes a polynomial of degree bounded by 2s.

Remark 2.3.

1. It is interesting to compare Theorem 2.1 with the classical Amitsur-Levitski theorem. Our result
brings out the importance of the number of monomials in a polynomial identity for d×d matrices.
It implies that any polynomial identity f for d×d matrices over a field F of size more than deg f
must have more than 2d−1 monomials.

2. We also note that the dimension k of the matrix ring Mk(F) in Theorem 2.1 is nearly optimal up
to a logarithmic factor. In fact, the second part of the Amitsur-Levitzki theorem states that the
standard polynomial S2d(x1, . . . ,x2d), is a minimal identity for Md(F). Notice that the number of
monomials in the standard polynomial is 2O(d logd).

In general, a noncommutative circuit of size s can compute a polynomial that can have 22Ω(s)
mono-

mials. For example the polynomial f (x,y) = (x+ y)2s
has noncommutative circuit of size O(s) but the

number of monomials is 22s
. We consider identity testing for a subclass of homogeneous noncommutative

circuits, that we call +-regular circuits. These are syntactic homogeneous circuits where the + gates can
be partitioned into layers such that the following holds:

(i) There are no directed paths between the + gates within a layer.

(ii) All + gates in a layer have the same syntactic degree.

(iii) The output gate is a + gate.

(iv) All input to output paths go through exactly one + gate in each layer.

The +-depth of a +-regular circuit is the number of +-layers in it.
A couple of remarks about +-regular circuits are in order.

Remark 2.4.
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• We note that the computational power of noncommutative +-regular circuits is quite limited. We
can easily adapt Nisan’s rank-based argument [19] to show that the noncommutative permanent
cannot be computed by polynomial-size +-regular circuits. Such a result is not known for general
noncommutative circuits.

• However, polynomial-size +-regular circuits of +-depth 2 can compute polynomials of exponential
degree and a double-exponential number of monomials. Such polynomials cannot be computed by
bounded-depth noncommutative circuits.

• As is evident from the example (x+ y)2s
, notice that +-regular circuits of size s can compute

polynomials of degree 2s with 22Ω(s)
monomials. Nevertheless, we are able to exploit the circuit’s

structure to give a deterministic polynomial-time identity testing algorithm for such circuits.

Theorem 2.5. Let C be a noncommutative +-regular circuit of size s given as a white-box computing a
polynomial in F〈X〉. There is a deterministic polynomial-time algorithm that tests whether C computes
the identically zero polynomial.

Finally, we give a randomized polynomial identity test for +-regular circuits of +-depth 2 in the
black-box model. We denote such circuits by ΣΠ∗Σ.

Remark 2.6. We use this notation because the polynomials computed by ΣΠ∗Σ are sums of products of
linear forms, like the well-studied ΣΠΣ circuits. Our notation also brings out their +-regular structure:
there are two +-layers. The top + gate is the output gate and the bottom +-layer consists of gates
computing homogeneous linear forms. The Π∗ indicates that between the two +-layers we can have
several× gates. However, +-regularity guarantees that all inputs to the top + gate have the same syntactic
degree.

Theorem 2.7. Let F be a field of size more than D. Let f (x1, . . . ,xn) ∈ F〈X〉 be a nonzero homogeneous
polynomial of degree D computed by a ΣΠ∗Σ circuit with top gate fan-in s and the fan-in of the product
gates are D. Then f cannot be a polynomial identity for the matrix ring Ms(F).

The black-box randomized polynomial identity test for ΣΠ∗Σ arithmetic circuits is an immediate
corollary.

Corollary 2.8. Let C be a depth-three +-regular circuit of size s computing a polynomial f (x1, . . . ,xn) ∈
F〈X〉, where the circuit C is given only by black-box access. Then, there is a randomized algorithm that
checks whether f is identically zero, and the algorithm runs in time poly(s,n).

2.1 Outline of the proofs

In this section, we give informal description of the proofs for Theorem 2.1, Theorem 2.5, and Theorem 2.7.

Black-box algorithm for noncommutative polynomials of exponential sparsity

We first describe the basic steps required for the proof of Theorem 2.1. Since we are working in
the free noncommutative ring F〈z1,z2, . . . ,zn〉, notice that monomials are free words over the alphabet
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{z1,z2, . . . ,zn}, and the polynomial f is an F-linear combination of monomials. Degree d monomials are
elements of {z1,z2, . . . ,zn}d . Let m be a degree-d monomial. We use the notation m[i] to denote the i-th
variable in the monomial. More precisely, if m = z j1z j2 · · ·z ji−1z ji · · ·z jd then m[i] = z ji .

Converting to a bivariate polynomial

It is convenient to convert, by a simple encoding trick, the given noncommutative polynomial into a
noncommutative polynomial in F〈x0,x1〉, where x0 and x1 are two noncommuting variables. Let

f =
t

∑
i=1

ciwi

with ci ∈ F, where wi are monomials in variables {z1,z2, . . . ,zn}. We encode each variable zi using the
bivariate substitution ∀i ∈ [n] : zi→ x0xi

1x0. Thus, each monomial wi is uniquely encoded as a monomial
ŵi in the two variables {x0.x1}, where ŵi is obtained from wi by applying the bivariate substitution map
to each variable. Let the resulting polynomial be f ′(x0,x1) ∈ F〈x0,x1〉. Since this encoding of monomials
is bijective, the following claim clearly holds.

Proposition 2.9. For any polynomial f ∈ F〈z1,z2, . . . ,zn〉 of degree bounded by d, the corresponding
bivariate noncommutative polynomial f ′(x0,x1), of degree at most (n+2)d, is nonzero if and only if f is
nonzero. Furthermore, if f is given by black-box access for evaluation on matrices, we can efficiently
create from it black-box access for f ′.

The following definition is crucial for the main result in the paper.

Definition 2.10. Let M⊆ {x0,x1}D be a subset of degree D monomials over noncommuting variables
{x0,x1}. A subset of indices I ⊆ [D] is said to be an isolating index set for M if there is a monomial
m ∈M such that for each m′ 6= m,m′ ∈M, there is some index i ∈ I for which m[i] 6= m′[i]. In other
words, no other monomial in M agrees with monomial m on all positions in the index set I.

The following lemma says that every subset of monomials M⊆ {x0,x1}D has an isolating index set
of size log |M|. The proof is a simple halving argument.

Lemma 2.11. Let M⊆ {x0,x1}D be a finite set of degree D monomials over variables {x0,x1}. Then M

has an isolating index set of size k which is bounded by log |M|.

Proof. The monomials m ∈M are seen as indexed from left to right, where m[i] denotes the variable in
the i-th position of m. Let i1 ≤ D be the first index such that not all monomials agree on the i1-th position.
Let

S0 = {m : m[i1] = x0},
S1 = {m : m[i1] = x1}.

Either |S0| or |S1| is of size at most |M|/2. Let Sb1 denote that subset, b1 ∈ {0,1}. We replace the
monomial set M by Sb1 and repeat the same argument for at most log |M| steps. Clearly, by this process
we identify a set of indices I = {i1, . . . , ik}, k ≤ log |M| such that the set shrinks to a singleton set {m}.
Clearly, I is an isolating index set as witnessed by the isolated monomial m.
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Remark 2.12. Notice that the size of the isolating index set denoted k is bounded by log t as well as the
degree D of the polynomial f (x0,x1).

NFA construction

In an earlier paper [6] (for sparse polynomial identity testing) they used a deterministic finite state
automaton to isolate a monomial by designing an automaton which accepts a unique monomial. It seems
to not work in its current form for the proof of Theorem 2.1 because the number of states that such a
deterministic automaton requires is the length of the monomial which could be exponentially large. It
turns out that we can use a small nondeterministic finite automaton which will guess the isolating index
set for the set of nonzero monomials of f . The complication is that there are exponentially many wrong
guesses. However, it turns out that if we make our NFA a substitution automaton, we can ensure that
the monomials computed on different nondeterministic paths (which correspond to different guesses of
the isolating index set) all have disjoint support. Once we have this property, it is easy to argue that for
the correct nondeterministic path, the computed commutative polynomial is nonvanishing (because the
isolated monomial cannot be canceled). With this intuition, we proceed with the simple technical details
in Section 4.

White-box algorithm for +-regular circuits

Now we informally describe the proof of Theorem 2.5. We note a crucial observation: Let T (z1, . . . ,zs)
be a homogeneous noncommutative polynomial of degree d. Let R1, . . . ,Rs be homogeneous noncom-
mutative polynomials each of degree d′. Consider any maximal F-linearly independent subset of the
polynomials R1, . . . ,Rs. Let R1, . . . ,Rk be such a set. We can express R j = ∑

k
i=1 α jiRi for k+1≤ j ≤ s

where α ji ∈ F. Then, it turns out that T (R1, . . . ,Rk,∑
k
i=1 αk+1iRi, . . . ,∑

k
i=1 αsiRi) = 0 if and only if

T (y1, . . . ,yk,∑
k
i=1 αk+1iyi, . . . ,∑

k
i=1 αsiyi) = 0, where y1, . . . ,yk are fresh noncommuting variables. As a

consequence, it turns out that for a deterministic polynomial-time white-box identity testing for +-regular
circuits, it suffices to solve the following computational problem:

Let P1, . . . , P̀ ∈ F〈X〉 be products of homogeneous linear forms given by multiplicative circuits of
size s. The degrees of the polynomials Pi could be exponential in s. Then find a maximal F-linearly
independent subset of the polynomials and express the others as linear combination of the independent
polynomials. We solve the above problem in deterministic polynomial time. We prove that it suffices to
replace Pi with P̃i which is obtained from Pi by retaining, in the product, only linear forms that appear in at
most `5 locations (roughly). This is shown using a rank bound for commutative depth-three identities [25].
We also require algorithms [16, 21, 17] over words to efficiently find the linear forms appearing in
those `5 locations. Since P̃i : 1 ≤ i ≤ ` are small degree, we are in the usual regime of low-degree
noncommutative polynomials, and can adapt the noncommutative ABP identity testing [23] to solve the
linear independence testing problem.

Black-box algorithm for depth-three +-regular circuits

We now outline the proof of Theorem 2.7. It is similar to the proof of Theorem 2.1. The main idea is
the following. Suppose P1,P2, . . . ,Ps are D-products of homogeneous linear forms in F〈X〉. Consider
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any F-linear combination ∑
s
i=1 βiPi where without loss of generality ∀i : βi ∈ F\{0}. Then there exists

locations I ⊆ [D] with |I| ≤ s−1 with the following property: consider polynomials Pi,I obtained from
the Pi by treating only the variables appearing in positions in I as noncommutative, and the rest as
commutative. Then

s

∑
i=1

βiPi = 0 iff
s

∑
i=1

βiPi,I = 0.

Now, we can design small nondeterministic substitution automata that guess the locations in I. The rest
of the proof is similar to the proof of Theorem 2.1.

2.2 Organization

The paper is organized as follows. In Section 3, we give some simple properties of noncommutative
polynomials. In Section 4 we prove Theorem 2.1. In Section 5 we prove Theorem 2.5. The proof of
Theorem 2.7 is in Section 6.

3 Preliminaries

In this section we state a few simple properties of noncommutative polynomials useful for our proofs. Let
A∈Fn×n be an n×n invertible matrix, and X = {x1,x2, . . . ,xn} be n noncommuting variables. We note that
homogeneous F-linear forms ∑

n
i=1 uixi,ui ∈ Fn is an n-dimensional vector space over F. We can identify

a vector u ∈ Fn with the homogeneous linear form ∑
n
i=1 uixi. Thus, we can think of A as an invertible

linear transform on homogeneous linear forms: it maps xi to ∑
n
`=1 A`ix`. Let f (x1,x2, . . . ,xn) ∈ F〈X〉 be a

homogeneous degree-d noncommutative polynomial. Let

f = ∑
w∈Xd

fw ·w,

where fw ∈ Fn is the coefficient of monomial w in f . Let

w = xi1xi2 · · ·xid .

We can apply the linear transform A to the j-th position of the monomial w by replacing xi j with the
linear form ∑

n
`=1 A`i j x` to obtain the polynomial

A j(w) = xi1xi2 · · ·xi j−1 ·

(
n

∑
`=1

A`i j x`

)
· · ·xid .

By linearity, we define A j( f ) = ∑w∈Xd fw ·A j(w), and observe the following proposition.

Proposition 3.1. Let A : Fn→ Fn be any invertible linear transformation, and f (x1,x2, . . . ,xn) ∈ F〈X〉
be any homogeneous polynomial of degree d. Let A j( f ) be the polynomial obtained by applying the
transform A to the j-th position of monomials of f , as defined above, for j ∈ [d]. Then f 6= 0 if and only
if A j( f ) 6= 0.
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Proof. If f ≡ 0 then clearly A j( f )≡ 0.
For the other direction, suppose f 6≡ 0. Choose and fix monomials w1 ∈ X j−1 and w2 ∈ Xd− j such

that
W = {w1xiw2 | xi ∈ X , and w1xiw2 is nonzero in f}.

By collecting monomials of f with prefix w1 and suffix w2 we can write

f = w1 ·L ·w2 + ∑
w6∈W

fw ·w,

where L = ∑
n
`=1 u`x` is some nonzero linear form. By linearity of A j we have

A j( f ) = A j(w1 ·L ·w2)+ ∑
w6∈W

fw ·A j(w).

Notice that A j(w1 ·L ·w2) = w1 ·L′ ·w2, and L′ = ∑
n
`=1 v`x` where v` = ∑

n
k=1 Ak`uk. Now, L′ is nonzero

because A is an invertible matrix. Hence, A j(w1 ·L ·w2) is a nonzero polynomial and all its nonzero
monomials are in W . On the other hand, ∑w6∈W fw ·A j(w) has no nonzero monomials in W . It follows
that A j( f ) 6≡ 0.

Given any noncommutative polynomial f (x1, . . . ,xn) ∈ F〈X〉 of degree d, we can rename the vari-
able xi : 1 ≤ i ≤ n occurring in position j ∈ [d] (from the left), by a new commuting variable xi j and
obtain a commutative polynomial g in the variables {xi j}. The polynomial g is the set-multilinearized
polynomial obtained from the noncommutative polynomial f . The following proposition states that this
set-multilinearization preserves identities.

Proposition 3.2. Let f (x1, . . . ,xn) ∈ F〈X〉 be a noncommutative polynomial of degree d. For 1≤ i≤ n,
replace the variable xi occurring in position j : 1 ≤ j ≤ d by a new commuting variable xi j. Let
g(x11, . . . ,x1d ,x21, . . . ,xn1, . . . ,xnd) be the polynomial obtained by this transformation. Then f = 0 if and
only if g = 0.

Proof. The proof follows easily as the above variable replacement uniquely encodes nonzero monomials
of f into nonzero monomials of g. Thus, nonzero monomials in f and in g are in 1-1 correspondence.

3.1 The Polynomial Identity Lemma

In this section we state the Polynomial Identity Lemma, which is widely known as the DeMillo-Lipton-
Schwartz-Zippel Lemma, and attempt to briefly trace its history [20, 26, 18, 9, 27, 28].

Lemma 3.3 (The Polynomial Identity Lemma). Let f (x1,x2, . . . ,xn) be a nonzero degree-d n-variate
polynomial over a field F, and S⊂ F be a finite subset. The number of zeros of f in the cartesian product
set Sn is bounded by d · |S|n−1.

This basic lemma has played an important role in randomized and algebraic computation. The
chronology of this lemma is equally interesting. Until some years ago, it was known as the Schwartz–
Zippel Lemma, although the paper by DeMillo and Lipton [9], which also proves the lemma, appeared
before the papers by Zippel [28] and Schwartz [27].
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However, the lemma can be traced further back. A variant of the Polynomial Identity Lemma,
bounding the number of zeros of a nonzero n-variate degree-d polynomial over a finite field Fq by dqn−1,
is attributed to a 1922 article by Øystein Ore [20] in Lidl and Niederreiter’s book [14, Theorem 6.13, p.
275]. The book contains the standard proof by induction. This is the version of Lemma 3.3 with S = Fq,
but the proof is practically identical. Additionally, we note that W. Schmidt’s 1976 monograph [26,
Lemma 3A, p. 147] also derives the dqn−1 bound using the same inductive argument, although he does
not credit anyone for it. Thus, it appears that the lemma was rediscovered multiple times in the last
century.

The article by Bishnoi et al. [7], which also mentions Ore’s paper, contains a nice section on various
versions of this lemma and its connections to the Alon–Füredi theorem [2]. Lipton’s blog too [15] has an
interesting discussion on the Polynomial Identity Lemma.

Finally, we note that a related result for multilinear polynomials over F2 was shown by Muller [18],
in order to give a lower bound on the distance of Reed-Muller codes [18, 24] for multilinear polynomials
over F2.

In the light of these findings, in the present paper we suggest an alternative name for this fundamental
result: we refer to it as the “Polynomial Identity Lemma.” It would be more expressive of the lemma’s
content than using a list of (now perhaps seven) names.

4 Black-box PIT for polynomials of exponential degree and sparsity

In this section we prove Theorem 2.1, which will yield a simple randomized black-box PIT algorithm
with polynomial run time for noncommutative polynomials of exponential degree and sparsity.

We first give an intuitive sketch of the proof idea. In essence, our algorithm is a “nondeterministic
degree reduction” technique, which transforms the given polynomial f into another polynomial f̂
whose noncommutative degree is polynomially bounded such that f ≡ 0 iff f̂ ≡ 0. In any monomial
of f , we can think of the algorithm as nondeterministically choosing polynomially many positions as
special, and replacing variables in other positions by commuting variables. In fact, the noncommutative
variables in the polynomially many special positions too are converted to commutative variables using
set-multilinearization as in Proposition 3.2.

This transformation is carried out using finite automata. In an earlier paper [6], a deterministic
black-box PIT algorithm was obtained for noncommutative sparse polynomials of polynomial degree,
using a deterministic finite automaton that isolates a unique monomial, in the sense that it accepts a
unique nonzero monomial of the input sparse polynomial.

This idea is not directly useful for us. However, small nondeterministic finite substitution automata
help. We can design a substitution NFA that nondeterministically guesses polynomially many positions
at which some nonzero monomial of f is uniquely defined, assuming f has only exponentially many
monomials. The variables in these positions are then replaced by set-multilinearized versions (using an
extra position index, as in Proposition 3.2), and in other positions the NFA replaces the variables with
commuting variables. One complication is that there are exponentially many wrong guesses made by
the NFA. However, we can ensure that monomials output on different nondeterministic paths (which
correspond to different guesses of the isolating set of positions) have disjoint support. This guarantees
that the overall polynomial output by the NFA is of polynomial noncommutative degree, and nonzero
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because the isolated monomial will not be canceled. We now present the formal details.

Definition 4.1. [5] A finite nondeterministic substitution automaton (abbreviated as substitution NFA) is
a finite nondeterministic automaton A along with a substitution map

δ : Q×X → P(Q× (Y ∪F)),

where Q is the set of states of A, Y is a set of variables and for a set S, and P(S) is the power set of S. For
u ∈ Y ∪F, if ( j,u) ∈ δ (i,x), it means that when the automaton A is in state i it can make transition to the
state j on reading variable x and replacing x by u. In our construction, Y is a set of commuting variables.

Remark 4.2. In fact, the nondeterministic substitution automaton we will design is more restrictive. It
has the following behavior: for i ∈ Q and x ∈ X if ( j,u),( j,v) ∈ δ (i,x) then u = v. In other words, the
substitution made for variable x on transition from state i to state j is uniquely determined by the state
j. To emphasize this dependence on j we denote the substitution by u j. Now, for x ∈ X we have the
|Q|× |Q| transition matrix M′x:

M′x(i, j) = u j,1≤ i, j ≤ |Q|, if ( j,u j) ∈ δ (i,x). (4.1)

The substitution map δ is naturally extended to δ̂ : Q×X∗→ P(Q× (Y ∪F)∗). For a state j ∈ Q
and w′ ∈ (Y ∪F)∗, ( j,w′) ∈ δ̂ (i,w) means that the automaton starting state i, on input string w ∈ X∗ can
nondeterministically move to state j by transforming the input string w to w′ on some computation path.

The output of a substitution NFA on a polynomial f ∈ F〈X〉

We first explain the output of a substitution NFA A on a degree D monomial w∈ XD. Let s be a designated
initial state and t a designated final state of A. As defined in Equation (4.1), for each xi ∈ X we have a
|Q|× |Q| transition matrix M′x. Let

w = xi1xi2 · · ·xiD ,

and define the matrix M′w as
M′w = M′xi1

M′xi2
· · ·M′xiD

.

The output of the substitution NFA A on monomial w as input is defined as the (s, t)-th entry of the
matrix M′w, which is a polynomial in the variable set Y .

Remark 4.3. We can also think of the (s, t)-th entry of the matrix product M′w as the output of an algebraic
branching program of width |Q| and D layers, computing a polynomial in variable set Y .

For f ∈ F〈X〉, the output of NFA A is defined as the (s, t)-th entry of the matrix f (M′x1
,M′x2

, . . . ,M′xn
)

obtained by substituting matrix M′xi
for xi,1≤ i≤ n in the polynomial f . The output is clearly a polynomial

in variables Y .
Alternatively, writing f ∈ F〈X〉 as

f = ∑
w

fw ·w, fw ∈ F,
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q0 q1 q2 q f

x0→ y0,1

x1→ y1,1

x0→ y0,2

x1→ y1,2

· · ·

· · ·

x0→ ξ1

x1→ ξ1

x0→ ξ2

x1→ ξ2

x0→ ξ3

x1→ ξ3

x0→ ξk+1

x1→ ξk+1

Figure 1: The transition diagram of the automaton

note that the (s, t)-th entry of the |Q|× |Q| matrix f (M′x1
,M′x2

, . . . ,M′xn
) is the polynomial

g = ∑
w∈Wt

fw ·

(
∑

w′∈W ′t

w′
)
,

where W ′t = {w′ | (t,w′) ∈ δ̂ (s,w)}. The inner sum is over all w′ ∈W ′t , which are monomials output by
the substitution NFA A along different nondeterministic computation paths from state s to state t.

Now we describe the construction of a substitution NFA A that substitutes, on its transition edges, new
commuting/noncommuting variables for the variables (x0 or x1) that it reads. Let Q = {q0,q1,q2, . . . ,qk}
be the states of automaton A and q0 be the initial state and qk = q f be the final state.

We use the indices i1, . . . , ik from Lemma 2.11 to define the transition of A. The set of indices partition
each monomial m into k+1 blocks as follows.

m[1, i1−1]m[i1]m[i1 +1, i2−1]m[i2] · · · · · ·m[ik]m[ik+1,D],

where m[i] denotes the variable in i-th position of m and m[i, j] denotes the submonomial of m from
positions i to j.

We define two new sets of variables. The block variables are a set of k+ 1 commuting variables
{ξ1,ξ2, . . . ,ξk+1}. There are 2k many commuting index variables

⋃
j∈[k]{y0, j,y1, j}.

Now we describe the transitions of the substitution NFA A. While A is reading input variables in
block j, it replaces each xb,b ∈ {0,1} read by the block variable ξ j. It nondeterministically decides if
block j is over and the variable seen in the current position is an index in the isolating set. If so, A
replaces the input variable xb by the index variable yb, j, and it increments the block number to j+1. Now
A will make its transitions in the ( j+1)st block as described above. The substitution map for A is given
below.

For 0≤ i≤ k−1 and b ∈ {0,1}:

δ (qi,xb) = {(qi,ξi+1),(qi+1,yb,i+1)},
δ (qk,xb) = {(qk,ξk+1)}.

Figure 1 depicts the automaton. The substitution NFA A is described by two (k + 1)× (k + 1)
transition matrices Mx0 and Mx1 as already explained.
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q0 q1 q2 q f
yb,1 yb,2 · · ·

ξ1 ξ2 ξ3 ξk+1

Figure 2: Transition diagram for the variable xb for b ∈ {0,1}

More precisely, for variable xb, we take the adjacency matrix Mxb of the labeled directed graph in
Figure 2, extracted from the automaton in Figure 1.

The corresponding matrix Mxb of dimension (k+1)× (k+1), we substitute for xb is the following.

Mxb =



ξ1 yb,1 0 . . . 0 0
0 ξ2 yb,2 . . . 0 0
0 0 ξ3 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . ξk yb,k
0 0 0 . . . 0 ξk+1


The rows and the columns of the matrices Mxb ,b ∈ {0,1} are indexed by the states of the automaton

and the entries are either block variables or index variables as indicated in the transition diagram. Let

f (x0,x1) =
t

∑
i=1

ciwi.

Recall that f (x0,x1) is a polynomial with sparsity t, degree D and wi represents a monomial with
coefficient ci for i ∈ [t]. Define the matrix product wi(Mx0 ,Mx1) obtained by substituting the matrix Mxb

for xb, b ∈ {0,1} in the monomial wi, and multiplying these matrices. The following proposition is
immediate as f is a linear combination of the wi.

Proposition 4.4. M f = f (Mx0 ,Mx1) = ∑
t
i=1 ciwi(Mx0 ,Mx1).

Now we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. By Proposition 2.9, we can assume that the input polynomial (given by black-box)
is a bivariate polynomial f (x0,x1) over noncommuting variables x0 and x1 of sparsity t. Let M 6= /0 denote
the set of nonzero monomials of degree D occurring in f , where D = deg( f ). Then we can write the
polynomial f = ∑

t
j=1 c jw j in two parts

f = ∑
w j∈M

c jw j + ∑
w j 6∈M

c jw j,

where ∑w j∈M c jw j is the homogeneous degree D part of f .
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Let us assume, without loss of generality, that w1 is in M and it is the monomial isolated in
Lemma 2.11. Let the isolating index set be I = {i1, i2, . . . , ik}, which means that for all w j ∈M, w j|I 6=w1|I
(i. e., the projections of each w j,∀ j 6= 1 on index set I differs from the projection of w1). Let

w1 = xb1xb2 · · ·xbD ,

where b j ∈ {0,1}.
We will now analyze the polynomial computed at the (q0,q f )-th entry of the matrix f (Mx0 ,Mx1).
Firstly, notice from the definition of the substitution NFA A that the only nondeterminism is in picking

the index set. Therefore, an index set J = { j1, j2, . . . , jk} nondeterministically picked by A determines a
unique computation path for it. Let w j ∈M be a nonzero degree-D monomial of f . It is transformed by A

into a degree-D commutative monomial w j,J (which is over the block and index variables) as follows. Let

ξJ = ξ
j1−1

1 ξ
j2− j1−1

2 · · ·ξ D− jk
k+1 ,

y j,J = ya1,1ya2,2 · · ·yak,k, ai ∈ {0,1},

where ai = b if ji-th variable of w j is xb. Then we have the following claim from the construction of A.

Claim 4.5. For the index set J = { j1, j2, . . . , jk} nondeterministically chosen by the substitution NFA A,
the monomial output by A on input w j is

w j,J = ξJ · y j,J.

Notice that for two distinct index sets J and J′ we clearly have

ξJ 6= ξJ′ .

To see this, let j` be the first index where J and J′ are different. Then the power of ξ` will be different in
ξJ and ξJ′ . We thus have:

Claim 4.6. For any two index sets J,J′ and any monomial w j ∈M, the corresponding commutative
monomials w j,J and w j,J′ are distinct.

We also note that the degree-k monomial y j,J essentially encodes the projection of the degree-D
monomial w j to the k indices in J = { j1, j2, . . . , jk}. If variable xb occurs in position ji of monomial w j it
is encoded as variable yb,i in monomial y j,J .

Claim 4.7. For each w j ∈M we note that the (q0,q f )-th entry of the matrix w j(Mx0 ,Mx1) is the sum

∑
J

w j,J = ∑
J

ξJy j,J

over all nondeterministically picked size-k index sets J ⊂ [D].

To see the above claim we note that each computation path of the NFA A is determined by an index
set J along which the monomial ξJy j,J is output by A. The matrix product w j(Mx0 ,Mx1) sums up the
monomials produced over all the paths.
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Now, let fJ be the polynomial

fJ =
t

∑
j=1

c jw j,J = ∑
w j∈M

c jw j,J + ∑
w j /∈M

c jw j,J.

Claim 4.8. After the matrix substitution x0 = Mx0 and x1 = Mx1 in the polynomial f we note that the
(q0,q f )-th entry of the matrix f (Mx0 ,Mx1) is ∑J fJ .

To see the above claim we need to change the order of summation in computing the (q0,q f )-th entry
of the matrix f (Mx0 ,Mx1). Notice that for a fixed index set J guessed by the NFA A, for each monomial
w j the NFA outputs w j,J . Hence, by linearity, fixing the guessed index set J, the NFA computes fJ on
input f . Summing over all guessed index sets J, it follows that (q0,q f )-th entry of the matrix f (Mx0 ,Mx1)
is ∑J fJ .

Finally, we focus on the monomial w1,I occurring in the polynomial ∑J fJ , where w1 is the isolated
monomial and I is the isolated index set.

Claim 4.9. The coefficient of w1,I in the polynomial ∑J fJ is c1. As a consequence, the (q0,q f ) entry of
the matrix M f = f (Mx0 ,Mx1) which computes ∑J fJ is nonzero.

To see the above claim we note the following:

1. For a nonzero monomial w j /∈M of f , for each index set J of size k the contribution to the (q0,q f )-
th entry of the matrix f (Mx0 ,Mx1) is a monomial of degree deg(w j), and deg(w j) < D. Hence,
these monomials have no influence on the coefficient of w1,I in the polynomial ∑J fJ .

2. Consider monomials w j ∈M. Notice that w1,I = ξIy1,I and for j 6= 1 w j,I = ξIy j,I . Now,

y1,I 6= y j,I, for all w j ∈M\{w1},

because I is an isolating index set for M and the monomial w1 is isolated. Therefore, w1,I 6= w j,I

for all w j ∈M\{w1}.

It follows that the monomials w j ∈M\{w1} also have no influence on the coefficient of w1,I in the
polynomial ∑J fJ .

Hence, we conclude that the (q0,q f )-th entry of the matrix M f = f (Mx0 ,Mx1) is a nonzero polynomial
∑J fJ in the commuting variables

⋃
j∈[k+1]{ξ j} and

⋃
j∈[k]{y0, j,y1, j}. Moreover, the degree of polynomial

∑J fJ is D. By the Polynomial Identity Lemma 3.3 it follows that the polynomial ∑J fJ is nonzero in a
suitable extension of size more than (n+2)d of the field F.

Since the polynomial f is nonzero over the algebra Mk+1(F), it is also nonzero over the algebra
Mlog t+1(F). This completes the proof of Theorem 2.1.

5 A deterministic PIT for regular circuits

In this section we consider polynomial identity testing for noncommutative +-regular circuits. As
mentioned earlier, these circuits can compute polynomials of exponential degree and a double-exponential
number of monomials. However, we exploit the circuit structure and obtain a white-box deterministic
polynomial-time identity test for +-regular circuits (Theorem 2.5).
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Definition 5.1. A noncommutative circuit C, computing a polynomial in F〈X〉 where X = {x1,x2, . . . ,xn},
is +-regular if it satisfy the following properties:

• The circuit is homogeneous. The gates are of unbounded fanin.

• The + gates in the circuit are partitioned into layers (termed +-layers) such that if g1 and g2 are +
gates in a +-layer then there is no directed path in the circuit between g1 and g2.

• All gates in a +-layer are of the same syntactic degree.

• The output gate is a + gate.

• Every input-to-output path in the circuit goes through a gate in each +-layer.

• Additionally, we allow scalar edge labels in the circuit. For example, suppose g is a + gate in C
whose inputs are gates g1,g2, . . . ,gt such that βi ∈ F labels edge (gi,g), i ∈ [t]. If polynomial Pi is
computed at gate gi, i ∈ [t], then g computes the polynomial ∑

t
i=1 βiPi.

Remark 5.2. We draw the reader’s attention to the crucial fifth condition in Definition 5.1. An important
consequence of the condition is that each +-layer (other than the output and input) is a separating set for
the underlying DAG of the circuit C. This property allows us to do a deterministic depth reduction of
such circuits, preserving polynomial identity.

We list below some observations about +-regular circuits, and also introduce some notation in the
process.

1. In a +-regular circuit, for any + gate g of degree more than 1, we can assume that all inputs to g
are ×-gates. This can be effected with a simple transformation to the circuit without increasing its
size.

2. The +-depth of a +-regular circuit C is the number of +-layers in it. Let d be the +-depth of C.
We number the +-layers of C from bottom upward. For 1≤ i≤ d, let L+

i denote the set of + gates
in the i-th +-layer, and let L×i denote the set of ×-gates which are inputs to gates in L+

i . Notice
that all gates in L×i and L+

i have the same syntactic degree Di. The degree of the circuit C is Dd .

3. Continuing from above, we can assume that all + gates of degree Di in the circuit are in layer L+
i .

Similarly, all ×-gates of degree Di in the circuit are in L×i .

4. It is clear from the structure of circuit C that the part of C between +-layers L+
i and L+

i+1 is a
multiplicative circuit whose inputs are the gates in layer L+

i and outputs are the gates in layer L×i+1,
1≤ i≤ d−1. We note that this property follows from the fifth condition in Definition 5.1.

5. Finally, consider the bottommost +-layer L+
1 . We assume without loss of generality that L×1 are

the input variables, and the gates in L+
1 compute homogeneous linear forms. We can ensure this by

adding a dummy +-layer as the first layer 1.

Remark 5.3. The term “regular formulas” is also used in a somewhat different sense by Kayal et al. [13].
We note that their model of regular formulas is much more restricted than the +-regular circuits considered
here.
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In our study of +-regular circuits, it is important to consider certain special +-regular circuits of
+-depth 2. We term these as homogeneous ΣΠ∗Σ circuits (as already mentioned in Section 2), in analogy
with the usual ΣΠΣ arithmetic circuits (see, e. g., [25]).

Definition 5.4. ΣΠ∗Σ circuit are special +-regular circuits of +-depth 2 defined as follows:

• The output gate is a + gate (which constitutes the second +-layer).

• All inputs to the output gate are × gates of the same syntactic degree.

• The gates in the first +-layer compute homogeneous linear forms (taking as input the circuit inputs).

We will require the following definition of multiplicative circuits.

Definition 5.5 (Multiplicative Circuit). Let Γ = {y1,y2, . . . ,yn} be a finite alphabet. A multiplicative
circuit over the free monoid (Γ∗, .) is a directed acyclic graph with each indegree zero nodes labeled by
letters from Γ (the inputs to the circuit). Internal nodes are concatenation gates of fanin two: its two
inputs are designated left and right child, and the gate concatenates the output of the left child with the
output of the right child. A gate of the circuit is designated the output gate.

Remark 5.6.

• Multiplicative circuits computing words as described above are also known as a compressed
context-free grammars, see, e. g., [16].

• If we let Γ be the set {y1,y2, . . . ,yn} of noncommuting variables, then a multiplicative circuit can
be seen as a special kind of noncommutative arithmetic circuit that computes a single monomial in
this variable set. The internal concatenation gates of the circuit are × gates.

• We sometimes allow a multiplicative circuit C to have multiple output gates. Thus, at each output
gate g, the output Cg(y1,y2, . . . ,yn) computed by C is a monomial (i. e., a word) in variables
y1,y2, . . . ,yn.

• We can define Π∗Σ circuit as multiplicative circuits with homogeneous linear forms as input. More
precisely, let C(y1,y2, . . . ,yn) be a multiplicative circuit with output gate g, and L1,L2, . . . ,Ln be
homogeneous linear forms in noncommuting variables x1,x2, . . . ,xn. Then Cg(L1,L2, . . . ,Ln) is a
Π∗Σ circuit.

The following theorem is crucial to our PIT algorithm for +-regular circuits. It will allow us
to decompose +-regular circuits of +-depth d into +-regular circuits of smaller +-depth, preserving
homogeneous polynomial identities.

Theorem 5.7. Let T (z1,z2, . . . ,zs) be a noncommutative homogeneous degree-d polynomial over a
field F in noncommuting variables z1,z2, . . . ,zs. Let R1,R2, . . . ,Rs be noncommutative homogeneous
degree d′ polynomials in variables x1,x2, . . . ,xn over F such that {R1,R2, . . . ,Rk} are a maximal linearly
independent subset of {R1,R2, . . . ,Rs} over F, where

R j =
k

∑
i=1

α jiRi, k+1≤ j ≤ s, α ji ∈ F.
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For fresh noncommuting variables y1,y2, . . . ,yk define linear forms

` j =
k

∑
i=1

α jiyi, k+1≤ j ≤ s.

Then T (R1,R2, . . . ,Rs)≡ 0 if and only if T (y1,y2, . . . ,yk, `k+1, . . . , `s)≡ 0.

Proof. The reverse implication is immediate. For, suppose T (y1,y2, . . . ,yk, `k+1, . . . , `s)≡ 0. Then, by
substituting Ri for yi,1≤ i≤ k we obtain T (R1,R2, . . . ,Rs)≡ 0.

We now show the forward implication. Suppose T (R1,R2, . . . ,Rs)≡ 0. As R1,R2, . . . ,Rk are linearly
independent over F we can find degree-d′ monomials m1,m2, . . . ,mk such that the k× k matrix B of their
coefficients is of full rank. More precisely, if β ji is the coefficient of mi in R j then the matrix

B = (β ji)1≤ j,i≤k

is full rank.
Define polynomials

R′j =
k

∑
i=1

β jimi,1≤ j ≤ k, (5.1)

R′j =
k

∑
i=1

α jiR′i,k+1≤ j ≤ s. (5.2)

Notice that T (R1,R2, . . . ,Rs)≡ 0 implies T (R′1,R
′
2, . . . ,R

′
s)≡ 0. This is because every nonzero mono-

mial occurring in T (R′1,R
′
2, . . . ,R

′
s) precisely consists of all monomials from the set {m1,m2, . . . ,mk}d

occurring in T (R1,R2, . . . ,Rs) (with the same coefficient).
Replacing mi by variable yi,1≤ i≤ k transforms each R′j to linear forms

`′j =
k

∑
i=1

β jiyi, for 1≤ j ≤ k,

and

`′j =
k

∑
i=1

α ji

k

∑
q=1

βiqyq, for k+1≤ j ≤ s.

Note that the coefficient of any monomial yi1yi2 . . .yid in T (`′1, `
′
2, . . . , `

′
k, `
′
k+1, . . . , `

′
s) is the same as

the coefficient of the corresponding monomial mi1mi2 . . .mid in T (R′1,R
′
2, . . . ,R

′
s) which is zero. Hence

T (`′1, `
′
2, . . . , `

′
k, `
′
k+1, . . . , `

′
s) ≡ 0. Now, since B is invertible, we can apply the linear map B−1 to each

of the d positions in the polynomial T (`′1, `
′
2, . . . , `

′
k, `
′
k+1, . . . , `

′
s) and obtain T (y1,y2, . . . ,yk, `k+1, . . . , `s),

which must be identically zero by Proposition 3.1. This completes the proof.
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Outline of the algorithm

In the following lemma we will apply Theorem 5.7 to decompose +-regular circuits. Using this we will
be able to design a deterministic polynomial-time PIT algorithm for +-regular circuits.

Lemma 5.8. Suppose C is a +-regular circuit of size s, syntactic degree D, and +-depth d, computing a
polynomial in F〈X〉. For i ∈ [d], let L×2 = {g1,g2, . . . ,gm}. Suppose, P1,P2, . . . ,Pm are the polynomials
computed at the gates g1,g2, . . . ,gm, respectively. Assume, without loss of generality, that {P1,P2 . . . ,Pt}
is a maximal F-linearly independent subset of {P1,P2, . . . ,Pm}, and

Pj =
t

∑
i=1

α jiPi, t +1≤ j ≤ m.

Let C′ be the circuit obtained from C as follows:

(i) Delete all gates below L×2 .

(ii) Replace g1,g2, . . . ,gm by input variables y1,y2, . . . ,ym, respectively.

Then C′(y1,y2, . . . ,ym) is a +-regular circuit of +-depth d − 1 and size at most s, computing a
homogeneous polynomial in y1,y2, . . . ,ym. Let C′′ be the circuit obtained from C′ by replacing y j by the
linear form ∑

t
i=1 α jiyi, for each t + 1 ≤ j ≤ m. Then the circuit C is identically zero if and only if the

circuit C′′ is identically zero.

Proof. The proof is an easy consequence of Theorem 5.7. Let P(x1,x2, . . . ,xn) ∈ F〈X〉 be the homo-
geneous degree D polynomial computed by C, where X = {x1,x2, . . . ,xn}. Let T (y1,y2, . . . ,ym) be the
polynomial computed by the circuit C′. Let P1,P2, . . . ,Pm be the polynomials computed by the gates
g1,g2, . . . ,gm, respectively. Since C′ is also a +-regular circuit, T is homogeneous of degree,say, D′. Each
Pi is homogeneous of degree D′′ = D/D′. It follows from the structure of C that

P(x1,x2, . . . ,xn) = T (P1,P2, . . . ,Pm).

Now, applying Theorem 5.7 to the polynomials P,T,P1,P2, . . . ,Pm, it follows that the circuit C is
identically zero if and only if the circuit

C′(y1,y2, . . . ,yt ,
t

∑
i=1

αi+1iyi, . . . ,
t

∑
i=1

αmiyi)≡ 0.

Given a size s +-regular circuit C of +-depth d, we can apply Lemma 5.8 to transform C to another
+-regular circuit C′ of size s and +-depth d−1 such that

C ≡ 0 if and only if C′ ≡ 0.

The pseudo-code for this procedure Prune-plus-depth is given in Algorithm A. This procedure
runs in polynomial time assuming that we have a deterministic polynomial-time subroutine Basis that
computes a maximum F-linearly independent subset of a set of polynomials {P1,P2, . . . ,Pm} ⊂ F〈X〉,
where each Pi is given by a Π∗Σ circuit of size at most s computing it. Without loss of generality, suppose
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{P1,P2, . . . ,Pt} is the maximum linearly independent subset computed by Basis. We will assume that the
subroutine Basis will also compute scalars α ji ∈ F such that

Pj =
t

∑
i=1

α jiPi, t +1≤ j ≤ m.

In the next subsection we will describe subroutine Basis, which will complete the overall algorithm.

Prune-plus-depth

Input: A +-regular circuit C of degree D, size s, and +-depth d.
Output: A +-regular circuit C′ of +-depth d−1 and size at most s such that C ≡ 0 iff C′ ≡ 0.

1. Let L×2 = {g1,g2, . . . ,gm} and Pi be the polynomial computed at gi,1≤ i≤ m.

2. Notice that each Pi is computed by a Π∗Σ circuit. Using subroutine Basis we compute a
maximum linearly independent subset, say, {P1,P2, . . . ,Pt} of {Pi | 1 ≤ i ≤ m}, and also
compute scalars α ji ∈ F such that:

Pj =
t

∑
i=1

α jiPi, t +1≤ j ≤ m.

3. Construct the pruned circuit C′′ as follows: in circuit C remove all gates below L×2 , and replace
gi by yi,1≤ i≤ t. These variables are the new inputs to C′.

4. Furthermore, in C, let the 2nd +-layer gates be L+
2 = {h1,h2, . . . ,hq}. These gates com-

pute linear combinations of the gates gi,1 ≤ i ≤ m. We do the rewiring so that in C′′ the
gates h1,h2, . . . ,hq compute the appropriate linear combinations of y1,y2, . . . ,yt . Notice that
h1,h2, . . . ,hq becomes the first +-layer for C′.

5. Output C′.

Algorithm A

5.1 Linear independence testing of Π∗Σ circuits

In this subsection we solve the above mentioned linear independence testing problem. Namely, given as
input Π∗Σ circuits computing noncommutative polynomials P1,P2, . . . ,Pm ∈ F〈X〉, we give a deterministic
polynomial-time algorithm that finds a maximal linearly independent subset A of these polynomials , and
express the others as F-linear combinations of the Pi in A.
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We first need to analyze Π∗Σ circuits. Let {L1,L2, . . . ,Lt} be the set of homogeneous linear forms (in
noncommuting variables x1,x2, . . . ,xn) defined by the bottom Σ layers of the given Π∗Σ circuits computing
polynomials Pi,1≤ i≤ m.

Without loss of generality, let {L1,L2, . . . ,Lr} be a maximal subset of {L1,L2, . . . ,Lt} such that Li

and L j are not scalar multiples of each other for 1 ≤ i < j ≤ r. Thus, for each Li, i > r there is some
L j, j ≤ r such that Li is a scalar multiple of L j. Therefore, we can express each Pi as a product of linear
forms from L1, . . . ,Lr, upto a scalar multiple:

Pi = αiLi1Li2 . . .LiD, 1≤ i≤ m, ∀u : Liu ∈ {L1, . . . ,Lr}, αi ∈ F.

Thus, each of these polynomials Pi is, upto a scalar multiple, a product of D many linear forms from
the set {L1,L2, . . . ,Lr}.

Proposition 5.9. Suppose polynomials Pi and Pj factorize as

Pi = αiLi1Li2 . . .LiD,

Pj = α jL j1L j2 . . .L jD,

where ∀u : Liu,L ju ∈ {L1, . . . ,Lt}. Then, Pi and Pj are scalar multiples of each other iff L ju = Liu,1≤
u≤ D.

Proof. The polynomial Pi and Pj are homogeneous degree D polynomials in the free noncommutative
ring F〈X〉. Now, it turns out that homogeneous polynomials in F〈X〉 have unique factorization (see,
e. g., [5, Theorem 3.4]). Furthermore, the irreducible factors are all homogeneous and their order is also
uniquely determined (only scalar multiples can vary). The proposition immediately follows from this
observation.

In order to analyze Π∗Σ circuits further, it is useful to think of a Π∗Σ circuit computing a product
of linear forms from {L1,L2, . . . ,Lr} as a multiplicative circuit over the letters {L1,L2, . . . ,Lr}. More
formally, corresponding to the linear forms L1,L2, . . . ,Lr we define an alphabet Γ = {a1,a2, . . . ,ar} of r
letters, where ai stands for Li,1≤ i≤ r.

Clearly, a multiplicative circuit over (Γ∗, .) computes a word in Γ∗. Conversely, given a word w ∈ Γ∗

we could ask for its compression as a multiplicative circuit Cw. Such word compressions are well-studied
in the literature and are closely related to the Lempel–Ziv text compression [16, 21, 17]. Some basic
algorithmic results in this area turn out to be useful for our algorithm. We formally state these below.

Theorem 5.10 (Lohrey, Plandowski, Mehlhorn et al.). Let Γ = {a1,a2, . . . ,ar} be a finite alphabet.

• There is a deterministic polynomial-time algorithm that takes as input two multiplicative circuits
Ci and C j over Γ and tests if the words computed by them are identical. If not the algorithm returns
the leftmost index k where the two words differ.

• Given a word w by a multiplicative circuit C as input over Γ, the following tasks can be done in
deterministic polynomial time:

(i) computing the length |w| of w.
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(ii) given as input an index k in binary computing the k-th letter w[k].

(iii) Multiplicative circuit Ck,k′ for the subword w[k . . .k′] for indices k and k′ given in binary. In
particular, it follows that the circuit Ck,k′ is of size polynomial in the sizes of C,k and k′. The
parameters k,k′ are given in binary.

Remark 5.11. For 1≤ i≤ m, we transform the Π∗Σ circuit computing Pi into a multiplicative circuit Ci

computing a word wi of length D in {a1,a2, . . . ,ar}D as follows: replace linear form L j in the Π∗Σ circuit
by letter ak if L j is a scalar multiple of Lk, for k ∈ [r]. Clearly, Ci has the same number of multiplication
gates as the Π∗Σ circuit for Pi.

The following lemma is immediate.

Lemma 5.12.

• The polynomials Pi and Pj are scalar multiples of each other if and only if the multiplicative circuits
Ci and C j compute the same word over {a1,a2, . . . ,ar} (i. e., iff wi = w j).

• Thus, given as input Π∗Σ circuits computing polynomials Pi and Pj, we can check if Pi and Pj are
scalar multiples of each other in deterministic polynomial time.

Proof. The first part of the lemma follows directly from Proposition 5.9. The second part follows
immediately from Theorem 5.10.

Our aim is to efficiently determine a maximal linearly independent subset A of P1,P2, . . . ,Pr, and
express each Pi 6∈ A as a linear combination of polynomials in A. The difficulty is that the Pi, which are
given by Π∗Σ circuits of size s, can have degree exponential in s.

Our approach, that circumvents this difficulty, will crucially require a rank bound due to Saxena and
Seshadhri [25] obtained in their study of commutative ΣΠΣ arithmetic circuits. We recall the Saxena–
Seshadhri result. Consider a ΣΠΣ arithmetic circuit C′, where the top Σ gate has fanin k, all Π gates are of
fanin D, and each Π gate computes a product Qi,1≤ i≤ k of homogeneous F-linear forms in commuting
variables y1,y2, . . . ,yn. Circuit C′ is said to be simple if the gcd(Q1,Q2, . . . ,Qk) = 1. Circuit C′ is said to
be minimal if for any proper subset S⊂ [k] the sum ∑i∈S Qi 6= 0.

Theorem 5.13 (Saxena, Seshadhri). Let C′ be a simple and minimal ΣΠΣ arithmetic circuit of the form

C′(y1,y2, . . . ,yn) =
k

∑
i=1

D

∏
j=1

Li j,

where Li j are homogeneous linear forms in commuting variables y1,y2, . . . ,yn. If the polynomial computed
by C′ is identically zero then the rank of the set {Li j | 1≤ i≤ k,1≤ j≤D} of all F-linear forms occurring
at the bottom Σ layer of the circuit is bounded by O(k2 logD).

This line of research, analyzing the rank of linear forms occurring in ΣΠΣ identities, was initiated by
Dvir and Shpilka [10].
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Noncommutative to commutative

For applying the rank bound of Theorem 5.13, we make the polynomials Pi,1≤ i≤ ` commutative and
set-multilinear in variables {xim | 1≤ i≤ n,1≤ m≤ D} as follows:

For each linear form L j = ∑
n
i=1 γ jixi,1≤ j ≤ r define D many linear forms:

L′jm =
n

∑
i=1

γ jixim, 1≤ m≤ D,

where xim, for 1 ≤ i ≤ n and 1 ≤ m ≤ D are new distinct commuting variables. Define polynomials P̂i

from Pi as

P̂i =
D

∏
m=1

L′′im,

where L′′im = L′jm if Lim = L j, j ∈ [r]. In other words, we obtain the set-multilinear polynomial P̂i from Pi

by replacing the m-th linear form, say L j, with L′jm, for 1≤ m≤ D.3

The following observation follows easily from the above definition of the polynomials P̂i.

Lemma 5.14. Consider the set-multilinear polynomials P̂i,1 ≤ i ≤ m defined above. A linear form L′

divides the gcd of {P̂i | i ∈ S} for a subset S ⊆ [m] if and only if L′ = L′jm for some j ∈ [r] and m ∈ [D],
and the linear form L j occurs in the m-th position of each Pi, i ∈ S.

Proof. If L′ divides gcd of {P̂i | i ∈ S}, it follows that L′ = L′′im for some m ∈ [D] for each i. But given i,
L′′im = L′jm for some j ∈ [r]. It follows that L j must occur at m-th position in each of the noncommutative
products Pi. The reverse implication is also immediate.

The next lemma explains the importance of Theorem 5.13 to the problem of computing a maximum
independent subset of {Pi | i ∈ [m]}.

Lemma 5.15. Suppose the polynomial Pi can be expressed as an F-linear combination of the polynomials
P1,P2, . . . ,Pi−1. Let

S = { j ∈ [i−1] | deg(gcd(P̂i, P̂j))≥ D− c ·m4},

where c > 0 is some absolute constant. Then Pi can be expressed as a linear combination of polynomials
from the subset {Pj | j ∈ S}.

Proof. Suppose Pi is expressible as an F-linear combination of P1,P2, . . . ,Pi−1. Let S ⊆ [i− 1] be a
minimal subset such that we can write

Pi = ∑
j∈S

γ jPj, γ j 6= 0 for all j.

Now, consider the set-multilinear circuit C′ defined by the sum of products

P̂i−∑
j∈S

γ jP̂j.

3The conversion to the set-multilinear polynomial is only for the sake of analysis and not for the actual algorithm.
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By minimality of subset S, circuit C′ is minimal. Suppose for some j ∈ S, Pi and Pj disagree on ρ

positions, where ρ > `4. That is, for more than `4 positions m, the linear forms occurring in the m-th
position in Pi and Pj are different. Let the gcd of the polynomials in the set {P̂j | j ∈ S}∪{P̂i} be P, and
let deg(P) = δ . By Lemma 5.14 it follows that

δ ≤ D−ρ.

Define polynomials Qi = P̂i/P and Q j = P̂j/P, j ∈ S. Notice that each Qi is a product of D− δ linear
forms. Furthermore,

P̂i−∑
j∈S

γ jP̂j = P(Qi−∑
j∈S

γ jQ j).

Consider the simple and minimal circuit C′′ defined by the sum

Qi−∑
j∈S

γ jQ j.

Clearly, C′ is zero iff C′′ is zero. Since C′′ is a set-multilinear circuit, the rank of the set of all F-linear
forms is at least D−δ (as linear forms L′jm and L′j′m′ for m 6= m′ have disjoint support). Now, if C′′ ≡ 0
then by the Saxena-Seshadhri rank bound [25] we have ρ ≤D−δ ≤O(`2 log(D−δ )). Hence, it follows
from the inequality log2 x≤ x1/2 that ρ ≤ c · `4, for some constant c > 0. Thus, for each j ∈ S, Pi and Pj

can disagree on at most c · `4 positions. This proves the lemma.

Using Theorem 5.10 we can efficiently determine if Pi and Pj given by Π∗Σ circuits disagree on at
most, say, q positions, q given in unary.

Lemma 5.16. Let Pi and Pj be noncommutative homogeneous degree-D polynomials in F〈X〉, given as
Π∗Σ circuits of size at most s, where the first +-layer computes homogeneous linear forms L1,L2, . . . ,Lr

which are not scalar multiples of each other. Then in deterministic time polynomial in s,n,q we can
determine if Pi and Pj differ in at most q positions, and if so, we can also determine those positions and
the linear forms at those positions.

Proof. The proof is a simple application of Theorem 5.10. First, as explained in Remark 5.11 we obtain
size s multiplicative circuits Ci and C j over letters ai corresponding to the linear forms Li,1 ≤ i ≤ r.
Let wi and w j be the length D words computed by Ci and C j respectively. Applying the algorithm of
Theorem 5.10 we can check if Ci and C j compute identical words or find the leftmost index k such that
wi[k] 6= w j[k]. By Theorem 5.10 we can compute circuits C′i and C′j for the suffixes wi[k+1 · · ·D] and
w j[k+1 · · ·D] of wi and w j starting at (k+1)-th position, and again look for the leftmost index where
they differ. We need to run this iteration at most q+1 times to determine all q positions where Pi and Pj

differ, and if so, also find the linear forms at those locations.

Before we design the algorithm for finding a maximum independent subset of {Pi | i ∈ [m]}, we need
an observation which is a simple consequence of the Raz-Shpilka deterministic polynomial-time PIT
algorithm [23] for noncommutative algebraic branching programs (see Definition 1.4).
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Lemma 5.17. Let P′, P′1,P
′
2, . . . ,P

′
s be homogeneous degree-d noncommutative polynomials in F〈X〉,

each given by an ABP as input. Then, in deterministic polynomial time we can determine if P′ can be
expressed as an F-linear combination of the P′i ,1≤ i≤ s, and if so, we can compute scalars αi ∈ F such
that

P′ =
s

∑
i=1

αiP′i .

Proof. Let B be the input ABP for P′, and Bi be the given ABP for P′i ,1 ≤ i ≤ s, respectively. Let
X = {x1,x2, . . . ,xn}.

For each monomial m ∈ Xd , let vm ∈ Fs denote the vector of the coefficients of m in the polynomials
P′i ,1≤ i≤ s. More precisely, vm[i] is the coefficient of m in P′i ,1≤ i≤ s. Let cm denote the coefficient of
m in the polynomial P′. Then we observe that

P′ =
s

∑
i=1

αiP′i

if and only if for all monomials m ∈ Xd

cm =
s

∑
i=1

vm[i] ·αi. (5.3)

Equation (5.3) cannot direct give an efficient algorithm as there are nd many equations to contend
with. However, we will show, exploiting the fact that the P′i are given as input by ABPs, that we can
efficiently reduce the number of equations to polynomially many, which can then be efficient solved for
the αi.

Let y and z be two fresh noncommuting variables. Consider the noncommutative polynomial
P̂ = ∑

s
i=1 yP′i z. It is homogeneous of degree d +2 and is computed by an ABP B̂ obtained by combining

the ABPs Bi,1≤ i≤ s with a new start node and sink node as follows:

• Create a new start node s0 and introduce directed edges from s0 to the start node of Bi labeled by
variable y for 1≤ i≤ s.

• Create a new sink node t0 and introduce directed edges from the sink node of Bi to t0 labeled by
variable z for 1≤ i≤ s.

Clearly, B̂ computes the polynomial P̂.
Based on Raz and Shpilka’s work [23], we now define a Raz-Shpilka basis for layer i of the ABP

P̂. Let the number of nodes at layer i be ni and let {p1, p2, . . . , pni} be the polynomials computed at
the nodes. Consider the ni×ni matrix Li whose rows are indexed by degree-i monomials, and the j-th
column, 1≤ j ≤ ni, is the coefficient vector of p j. A Raz-Shpilka basis for layer i is a set of at most ni

degree-i monomials such that the corresponding rows of Li is a basis for the row space of Li. Notice that
every degree-i monomial is identified with a row vector of Li. Following Raz and Shpilka [23], as also
elaborated subsequently [6, Theorem 3.4], we can compute a Raz-Shpilka basis for every layer of the
given ABP P̂ in deterministic polynomial time. In particular, consider a Raz-Shpilka basis M for the
(d +1)-th layer of P̂ computed by the algorithm. The (d +1)-th layer of P̂ consists of the s sink nodes of
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the ABPs B1,B2, . . . ,Bs. Thus, M is a collection of at most s monomials. Without loss of generality, we
can assume that M= {ym1,ym2, . . . ,yms}, where mi ∈ Xd ,1≤ i≤ s.

Since M is a Raz-Shpilka basis, it follows that for any monomial m ∈ Xd the coefficient vector vm

is in the linear span of {vmi | 1 ≤ i ≤ s}. Next, we can compute the coefficient cmi of monomial mi

in the polynomial P′ (from the input ABP B) in deterministic polynomial time [23, 6]. It follows that
α1,α2, . . . ,αs satisfies Equation (5.3) if and only if it satisfies the following s linear equations:

cm j =
s

∑
i=1

vm j [i] ·αi, 1≤ j ≤ s. (5.4)

Now, using Gaussian elimination, in polynomial time we can check feasibility of Equation (5.4) and
compute a solution.

We are now ready to prove the result of this subsection.

Theorem 5.18. Given as input Π∗Σ circuits computing noncommutative polynomials P1,P2, . . . ,Pm ∈
F〈X〉, there is a deterministic polynomial-time algorithm that will find a maximal linearly independent
subset A of the polynomials Pi,1≤ i≤ m, and also express the others as F-linear combinations of the Pi

in A.

Proof. The algorithm for computing a maximal linearly independent subset A of P1,P2, . . . ,Pm works as
follows: Include P1 in A. For i≥ 2, include Pi in A iff it is linearly independent of {P1,P2, . . . ,Pi−1}.

Thus, the problem boils down to checking if Pi is linearly independent of P1,P2, . . . ,Pi−1. Following
Lemma 5.15 let

S = { j ∈ [i−1] | deg(gcd(P̂i, P̂j))≥ D− c ·m4},

where D is the degree of each of the polynomials Pi,1≤ i≤ m and c > 0 is some absolute constant. By
Lemma 5.15 it suffices to check if Pi is linearly independent of {Pj | j ∈ [i−1] such that j ∈ S}.

By Lemma 5.16 we can efficiently compute the subset S, and the subset I ⊂ [D] of at most c ·m5

many positions such that Pi agrees with every Pj, j ∈ S in all positions in [D]\ I. Define P′i = ∏u∈I Liu

and P′j = ∏u∈I L ju for all j ∈ S. The following claim is immediate. It follows from the fact that for every
position u ∈ [D]\ I the linear forms Liu and L ju, j ∈ S are all identical.

Claim 5.19. Pi is linearly independent of {Pj | j ∈ S} if and only if P′i is linearly independent of
{P′j | j ∈ S}.

Thus it suffices to check if P′i is linearly independent of {P′j | j ∈ S}. Each of these polynomials is a
product of at most cm5 many linear forms. Since a product of linear forms can clearly be seen as an ABP,
we can apply the algorithm described in Lemma 5.17 to check this in polynomial time.

To conclude the overall proof we note that Algorithm B below can be applied to determine the
leftmost maximal linearly independent subset A of the input polynomials P1, . . . ,Pm and also express the
others as linear combinations of polynomials in A.
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Linear-Span

Input: Π∗Σ circuits for polynomials P1,P2, . . . ,Pi.
Output: Check whether Pi can be expressed as a linear combination of {P1,P2 . . . ,Pi−1} or not. If so,
find such an expression.

1. Let Li, i ∈ [r] be the linear forms computed at the bottom +-layer of the input circuits such that
they are not multiples of each other.

2. Find corresponding multiplicative circuits C j, j ≤ i over letters ai, i ∈ [r] corresponding to the
Li. Using Lemma 5.16, determine S⊆ [i−1] such that Ci and C j differ in at most cm4 positions
and find the letters occurring in those positions.

3. Let I ⊂ [D] be the set of at most cm5 positions where Pi differs from some Pj, j ∈ S, and
compute the polynomials P′i and P′j, j ∈ S by dropping the linear forms occurring in all other
positions.

4. Using Lemma 5.17 determine if P′i is can be expressed as a linear combination of P′j, j ∈ S. If
so, then the same linear expression will hold for Pi and Pj, j ∈ S and is the output.

Algorithm B

Finally, we describe Algorithm C, which is the basis finding algorithm.

Basis

Input: Π∗Σ circuits for polynomials P1,P2, . . . ,Pm.
Output: A maximum F-linearly independent subset A of {P1,P2, . . . ,Pm}.

1. A := {P1}.

2. For i = 2 to m do: If Pi is linearly independent of {P1,P2, . . . ,Pi−1} then A := A∪{Pi}. (This
is tested using Algorithm B).

3. Output A.

Algorithm C
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The main result of this section is now a simple consequence of Lemma 5.8.

Proof of Theorem 2.5. Let the input +-regular circuit C be of size s and +-depth d. By Lemma 5.8, using
Algorithm A we can transform, in deterministic polynomial time, C into a +-regular circuit C′ of size
bounded by s and +-depth d−1 such that C ≡ 0 if and only if C′ ≡ 0.

On repeated application we finally obtain a ΣΠ∗Σ circuit Ĉ of size at most s, for which we need to do
polynomial identity testing. The polynomial P̂ computed by Ĉ is of the form

P̂ =
m

∑
i=1

αiPi, (5.5)

where each Pi is computed by a Π∗Σ circuit of size at most s, and Pm = ∏
D
j=1 L jm, where each L jm is from

the set of linear forms {L1,L2, . . . ,Lt}, t ≤ s occurring at the bottom +-layer of circuit C.
We can now apply Theorem 5.18 to find a maximal linearly independent subset {Pj | j ∈ S}, S⊆ [m]

of {P1,P2, . . . ,Pm}, and express each Pi, i 6∈ S as a linear combination of polynomials in {Pj | j ∈ S}.
Substituting these expressions in Equation (5.5) and collecting coefficients we will obtain

P̂ = ∑
j∈S

β jPj,

which, by linear independence of {Pj | j ∈ S} is identically zero iff each β j is zero.

6 Black-box randomized PIT for homogeneous ΣΠ∗Σ

In this section we give a randomized black-box PIT algorithm for ΣΠ∗Σ circuits.
By Theorem 2.5 we can test if a given homogeneous ΣΠ∗Σ circuit (white-box) is identically zero in

deterministic polynomial time. However, suppose we have only black-box access to a ΣΠ∗Σ circuit C
computing a polynomial in F〈X〉. In other words, we can evaluate C on square matrices Mi substituted
for xi,1 ≤ i ≤ n, where the cost of an evaluation is the dimension of the Mi. The results in Section 5
exploit the input circuit C, and hence are not applicable. Specifically, C may compute an exponential
degree noncommutative polynomial, but it is not clear if we can test whether C ≡ 0 by evaluating it on
polynomial dimension matrices. Neither is the black-box PIT of Section 4 applicable, since ΣΠ∗Σ circuits
can compute polynomials with a double-exponential number of monomials.

Suppose C is an s-sum P1 +P2 + · · ·+Ps of D-products of linear forms in variables X . That is,

Pi = Li1Li2 . . .LiD,

where D is exponential. Then we show that C 6≡ 0 iff C is nonzero on random O(s)×O(s) matrices
with entries from F or a suitably large extension of F. The proof is based on the notion of projected
polynomials defined below.
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6.1 Projected polynomials

Definition 6.1. Let P ∈ F〈X〉 be a homogeneous degree-D polynomial. For an index set I ⊆ [D] the
I-projection of polynomial P is the polynomial PI which is defined by letting all variables occurring in
positions indexed by the set I as noncommuting. In all other positions we make the variables commuting,
by replacing xi with a corresponding commuting variable zi for 1≤ i≤ n. Thus, the I-projected polynomial
PI is in F[Z]〈X〉, and the (noncommutative) degree of PI , which is its degree only in the X variables, is |I|.

Lemma 6.2. Let P1,P2, . . . ,Ps ∈ F〈X〉 each be a product of D homogeneous linear forms

Pi = Li,1Li,2 . . .Li,D,

where {Li, j : 1≤ i≤ s,1≤ j ≤ D} are linear forms in F〈X〉. Then, given any scalars β1,β2, . . . ,βs ∈ F
there exists a subset I ⊆ [D] of size at most s−1 such that

s

∑
i=1

βiPi = 0 iff
s

∑
i=1

βiPi,I = 0,

where Pi,I ∈ F[Z]〈X〉 is the I-projection of the polynomial Pi.

Proof. The proof is by induction on s. The lemma clearly holds for the base case s = 1, because P1, /0,
which is a product of linear forms in F[Z], is nonzero iff P1 is nonzero.

By induction hypothesis, we assume that an index set of size at most s−2 exists for any set of at
most s−1 polynomials in F〈X〉, each of which is a product of D homogeneous linear forms. The forward
implication is obvious, because making variables commuting can only facilitate cancellations. We prove
the reverse implication.

Suppose ∑
s
i=1 βiPi 6= 0 for βi ∈ F,1 ≤ i ≤ s. Let j0 ∈ [D] be the least index, if it exists, such that

rank{L1, j0 , . . . ,Ls, j0}> 1. If no such index exists then the Pi are all scalar multiples of each other. Then
∑

s
i=1 βiPi = αP1, for some α ∈ F, which is zero if and only if αP1, /0 is zero (by the base case), proving

the implication.
We can assume, by renumbering the polynomials, that {L1, j0 , . . . ,Lt, j0} is a maximal linearly inde-

pendent set in {L1, j0 , . . . ,Ls, j0}, where t > 1.
Then,

Pi = ciPLi, j0Li, j0+1 . . .Li,D : 1≤ i≤ t,

Pi = ciP ·
( t

∑
k=1

γ
(i)
k Lk, j0

)
Li, j0+1 . . .Li,D : t +1≤ i≤ s,

where {ci ∈ F : 1≤ i≤ s}, {γ(i)k ∈ F : 1≤ k≤ t, t+1≤ i≤D}, and P∈ F〈X〉 is a product of homogeneous
linear forms (or a scalar). For 1≤ i≤ s, let

P′i = ci

D

∏
j= j0+1

Li, j.
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We can then write

s

∑
i=1

βiPi = P ·
( t

∑
i=1

βiLi, j0P′i
)
+P ·

( s

∑
i=t+1

βiLi, j0P′i
)
.

Note that

P ·
( s

∑
i=t+1

βiLi, j0P′i
)
= P ·

(
s

∑
i=t+1

βi

( t

∑
k=1

γ
(i)
k Lk, j0

)
P′i

)
.

Now by rearranging terms, we have:

s

∑
i=1

βiPi = P ·
( t

∑
k=1

Lk, j0P′′k
)

where, (6.1)

P′′k = βkP′k +βt+1γ
(t+1)
k P′t+1 + · · ·+βsγ

(s)
k P′s , for 1≤ k ≤ t. (6.2)

Now, Lk, j0 ,1 ≤ k ≤ t are linearly independent. Let A be an invertible linear transform such that
A : Lk, j0 7→ xk,1 ≤ k ≤ t. Applying Proposition 3.1, consider the map A j0 applied to the polynomial
∑

s
i=1 βiPi. By Proposition 3.1, A j0(∑

t
i=1 βiPi) 6= 0. Now, noting that A j0 applies A to the position j0 of the

polynomial ∑
t
i=1 βiPi, we have:

A j0

( s

∑
i=1

βiPi

)
= P ·

( t

∑
k=1

xkP′′k
)
6= 0.

Thus, not all P′′k are zero. Without loss of generality, suppose P′′1 6= 0. Since t > 1, by Equation (6.1), P′′1
is a sum of at most s−1 polynomials, each of which is a product of homogeneous linear forms. Hence,
by induction hypothesis, there is an index set I′ ⊆ { j0 +1, . . . ,D} of size at most s−2 such that

P′′1,I′ =
(

β1P′1,I′+βt+1γ
(t+1)
1 P′t+1,I′+ · · ·+βsγ

(s)
1 P′s,I′

)
6= 0.

Let I = I′∪{ j0}. Now consider the polynomial ∑
s
i=1 βiPi,I , which we claim is nonzero. By Equa-

tion (6.1), note that
s

∑
i=1

βiPi,I = P̂ ·
( t

∑
k=1

Lk, j0P′′k,I′
)
,

where P̂ is the commutative polynomial obtained by replacing xi by zi in P. Since P̂ is a product of linear
forms it is nonzero. Thus, it suffice to argue that ∑

t
k=1 Lk, j0P′′k,I′ is nonzero. Notice that, ∑

t
k=1 Lk, j0P′′k,I′ is a

homogeneous noncommutative polynomial of noncommutative degree |I| in F[Z]〈X〉. By Proposition 3.1,
applying the linear transform A to the first position (because the original position j0 is now the first
position), observe that A1(∑

t
k=1 Lk, j0P′′i,I′) = ∑

t
k=1 xkP′′i,I′ . This sum is zero if and only if each P′′k,I′ is zero.

However, P′′1,I′ is nonzero. This completes the induction step and the proof.
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q0 q1 q2 q f = qk
xi1 xi2 · · ·

ziξ1 ziξ2 ziξ3

ziξk+1

Figure 3: The transition diagram for the variable xi : 1≤ i≤ n

6.2 The black-box identity test

We now prove Theorem 2.7 which will yield a black-box randomized polynomial-time identity testing
algorithm for ΣΠ∗Σ circuits.

Proof of Theorem 2.7. Theorem 2.7 is an easy consequence of Lemma 6.2.
Let C = ∑

s
i=1 βiRi ∈ F〈X〉 be the polynomial computed by the black-box ΣΠ∗Σ circuit, where each

Ri is a product of D homogeneous linear forms. By Lemma 6.2 there is a set I ⊆ [D] of size at most
s− 1 such that C = ∑

s
i=1 βiRi = 0 if and only if C̃ = ∑

s
i=1 βiRi,I = 0. As done in Section 4 we can

use a small size nondeterministic automaton to guess this subset I of locations, and substitute suitable
commuting variables at all locations in [D]\ I. It will turn out that the transition matrices for each variable
xi corresponding to this automaton will give us a matrix substitution for the variables where C is nonzero.
We now present the details.

Let |I|= k ≤ s−1. Consider the following nondeterministic k+1-state finite automaton A whose
transition diagram we depict for xi : 1 ≤ i ≤ n in Figure 3. For locations in [D] \ I, the automaton
uses the block variables Z = {zi : 1≤ i≤ n}, ξ = {ξi : 1≤ i≤ k+1} which are commuting variables.
Let I = {i1, i2, . . . , ik} listed in increasing order. For variable xi occurring in position i j (i. e., the j-
th position guessed to be in I) the automaton substitutes xi by xi j,1 ≤ i ≤ n. These index variables
Z′ = {xi j : 1≤ i≤ n,1≤ j ≤ k} are also commuting variables.

Remark 6.3. Notice that in Lemma 6.2, the variables occurring in positions in I were left as noncom-
muting. However, the automaton we construct replaces xi in position j ∈ I by commuting variable xi j.
This transformation for homogeneous polynomials is known to preserves identities by Proposition 3.2.

Let
∀i ∈ [s] : Ri = Li,1 . . .Li,D.

Let Mxi be the matrix corresponding to variable xi,1≤ i≤ n (these are (k+1)× (k+1) matrices).
When we do this matrix substitution to variables in Ri, the (0,k)-th entry of the resulting matrix MRi is

R̂i = ∑
( j1, j2,..., jk)∈[D]k

P1, j1−1 Pj1+1, j2−1 . . .

where

P1, j1−1 =
j1−1

∏
j=1

Li, j(Z)ξ1
j1−1Li, j1(Z

′) , Pj1+1, j2−1 =
j2−1

∏
j= j1+1

Li, j(Z)ξ2
j2− j1−1Li, j2(Z

′),
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and so on. For each i ∈ [s], the polynomial R̂i ∈ F[Z,ξ ,Z′]. The (0,k)-th entry of the resulting matrix MC

is
s

∑
i=1

βiR̂i = ∑
J∈[D]k

βiPJξJ,

where ξJ = ξ
j1−1

1 ξ
j1− j2−1

2 . . .ξ D− jk
k and PJ = ∑

s
i=1 Pi,J .

By Lemma 6.2, we know that PI = ∑
s
i=1 Pi,I 6= 0. Thus, ∑

s
i=1 βiR̂i is nonzero, as the monomials sets

for different PJ are disjoint (ensured by the terms ξJ). The degree of ∑
s
i=1 βiR̂i is D. So if |F| is more than

D, it can not evaluate to zero on F. This completes the proof of Theorem 2.7.

Now the randomized identity testing algorithm follows by simply random substitution for variables in
the commutative polynomial computed at the (0,k)-th entry of the resulting matrix MC. This completes
the proof of Corollary 2.8.

7 Conclusion

The Amitsur-Levitzki theorem is a cornerstone result in the theory of polynomial identities [22]. Our
result that the dimension of the non-vanishing matrix algebra is at most logarithmic in the sparsity of the
polynomial, should be interesting even from a purely algebraic perspective.

The main open problem is to extend our technique to solve the identity testing problem for all
noncommutative circuits in randomized polynomial time (even in the white-box model). Our result for
+-regular circuits is a first step towards that. Finding a randomized black-box identity testing algorithm
for +-regular circuits is an interesting problem. We have such a result only for depth-three +-regular
circuits.
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