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#### Abstract

We present a new method for proving lower bounds on quantum query algorithms. The new method is an extension of the adversary method, by analyzing the eigenspace structure of the problem.

Using the new method, we prove a strong direct product theorem for quantum search. This result was previously proved by Klauck, Špalek, and de Wolf (FOCS'04) using the polynomials method. No proof using the adversary method was known before.
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## 1 Introduction

Many quantum algorithms (for example, Grover's algorithm [13] and quantum counting [11]) can be analyzed in the query model where the input is accessed via a black box that answers queries about the values of input bits.

There are two main methods for proving lower bounds on quantum query algorithms: the adversary method [3] and the polynomials method [9]. Both of them have been studied in detail. The limits of the adversary method are particularly well understood. The original adversary method [3] has been

[^0]generalized in several different ways $[4,18,8]$. Špalek and Szegedy [23] then showed that all the generalizations are equivalent and, for certain problems, cannot improve the best known lower bounds. For example, it was shown in $[23,24]$ that the adversary methods of $[4,18,8]$ cannot prove a lower bound for a total Boolean function that exceeds $O\left(\sqrt{C_{0}(f) C_{1}(f)}\right)$, where $C_{0}(f)$ and $C_{1}(f)$ are the certificate complexities of $f$ on 0 -inputs and 1 -inputs, resp. This implies that the adversary methods of $[4,18,8]$ cannot prove a tight lower bound for element distinctness or improve the best known lower bound for triangle finding. (The complexity of element distinctness is $\Theta\left(N^{2 / 3}\right)[2,5]$ but the adversary method cannot prove a bound better than $\Omega(\sqrt{N})$. For triangle finding [19], the best known lower bound is $\Omega(N)$ and it is known that it cannot be improved using the adversary method. It is, however, possible that the bound is not tight, because the best algorithm uses $O\left(N^{1.3}\right)$ queries.)

In this paper we describe a new version of the quantum adversary method which may not be subject to those limitations. We then use the new method to prove a strong direct product theorem for the $K$-fold search problem.

In the $K$-fold search problem, a black box contains $x_{1}, \ldots, x_{N}$ such that $\left|\left\{i: x_{i}=1\right\}\right|=K$ and we have to find all the $K$ values of $i$ such that $x_{i}=1$. This problem can be solved with $O(\sqrt{N K})$ queries. It can be easily shown, using any of the previously known methods, that $\Omega(\sqrt{N K})$ quantum queries are required. A more difficult problem is to show that $\Omega(\sqrt{N K})$ queries are required, even if the algorithm only has to be correct with an exponentially small probability $c^{-K}, c>1$. This result is known as the strong direct product theorem for $k$-fold search. Besides being interesting on its own, the strong direct product theorem is useful for proving time-space tradeoffs for quantum sorting [16] and lower bounds on quantum computations that use advice [1].

The strong direct product theorem for quantum search was first shown by Klauck, Špalek, and de Wolf [16], using the polynomials method. No proof using the adversary method has been known and, as we show in Section 3, the previously known adversary methods are insufficient to prove a strong direct product theorem for $K$-fold search.

Recent developments After the author completed the research presented in this paper, several developments occurred.

1. Together with Špalek and de Wolf [7], we have used the methods from this paper to prove a direct product theorem for $t$-threshold functions. This implies time-space tradeoffs for the problem of deciding systems of linear inequalities.
This paper and [7] were merged for publication at STOC'06 [6]. We have decided to publish the journal versions separately.
The relation between the two papers is as follows. A direct product theorem for $k$-threshold functions implies a direct product theorem for search. Thus, the result of [7] implies the result in this paper. The proof of our result is, however, substantially simpler than the proof of the more general result in [7]. Because of that, we think that our proof continues to be of interest even though the result in this paper has been generalized by [7].
2. Špalek [22] generalized the results of the current paper and [7], obtaining a multiplicative adversary method. This is a general framework for proving lower bounds which includes the results of the current paper and [7] as particular cases.

## NEW QUANTUM LOWER BOUND METHOD

3. Høyer, Lee, and Špalek [14] generalized the usual adversary method in a different way, by extending the usual weighted adversary method of [4] to negative weights. Reichardt [21] has shown that this method is optimal: if $\operatorname{Adv}^{ \pm}(f)$ is the best adversary lower bound that can be proven for a function $f$, then $f$ can be evaluated using

$$
O\left(\operatorname{Adv}^{ \pm}(f) \frac{\log \mathrm{Adv}^{ \pm}(f)}{\log \log \mathrm{Adv}^{ \pm}(f)}\right)
$$

queries. Although the negative weight adversary method is guaranteed to provide nearly optimal results, the other lower bound methods also remain interesting because particular lower bounds may follow more easily using different tools.

## 2 Preliminaries

We consider the following problem.
Search for $K$ marked elements, $\operatorname{SEARCH}_{K}(N)$ : Given a black box containing $x_{1}, \ldots, x_{N} \in\{0,1\}$ such that $x_{i}=1$ for exactly $K$ values $i \in\{1,2, \ldots, N\}$, find all $K$ values $i_{1}, \ldots, i_{K}$ satisfying $x_{i_{j}}=1$.

This problem can be viewed as computing an $\binom{N}{K}$-valued function $f\left(x_{1}, \ldots, x_{N}\right)$ in the variables $x_{1}, \ldots, x_{N} \in\{0,1\}$, with values of the function being indices for the $\binom{N}{K}$ sets $S \subseteq[N]$ of size $K$, in some canonical ordering of those sets.

We study this problem in the quantum query model. (For a survey on the quantum query model, see [12]). In this model, the input bits can be accessed by queries to an oracle $X$ and the complexity of $f$ is the number of quantum queries needed to compute $f$. A quantum computation with $T$ queries is just a sequence of unitary transformations

$$
U_{0} \rightarrow O \rightarrow U_{1} \rightarrow O \rightarrow \cdots \rightarrow U_{T-1} \rightarrow O \rightarrow U_{T}
$$

The $U_{j}$ can be arbitrary unitary transformations that do not depend on the input bits $x_{1}, \ldots, x_{N}$. The transformations $O$ are query (oracle) transformations which depend on $x_{1}, \ldots, x_{N}$. To define $O$, we represent basis states as $|i, z\rangle$ where $i$ consists of $\lceil\log (N+1)\rceil$ bits and $z$ consists of all other bits. Then, $O_{x}$ maps $|0, z\rangle$ to itself and $|i, z\rangle$ to $(-1)^{x_{i}}|i, z\rangle$ for $i \in\{1, \ldots, N\}$ (i. e., we change phase depending on $x_{i}$, unless $i=0$ in which case we do nothing).

The computation starts with a state $|0\rangle$. Then we apply $U_{0}, O_{x}, \ldots, O_{x}, U_{T}$ and measure the final state. The result of the computation is the string of $\left\lceil\log _{2}\binom{N}{K}\right\rceil$ rightmost bits of the state obtained by the measurement, which is interpreted as a description of one of the $\binom{N}{K}$ subsets $S \subseteq\{1, \ldots, N\},|S|=K$.

## 3 Overview of the adversary method

We describe the adversary method of [3].
Let $X$ be a subset of the set of possible inputs $\{0,1\}^{N}$. We run the algorithm on a superposition of inputs in $X$. More formally, let $\mathcal{H}_{A}$ be the workspace of the algorithm. We consider a bipartite system
$\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{I}$ where $\mathcal{H}_{I}$ is an "input subspace" spanned by basis vectors $|x\rangle$ corresponding to inputs $x \in X$.

Let $U_{T} O U_{T-1} \cdots U_{0}$ be the sequence of unitary transformations on $\mathcal{H}_{A}$ performed by the algorithm $A$, where $U_{0}, \ldots, U_{T}$ denote the transformations that do not depend on the input and $O$ stands for the query transformations. We transform this sequence into a sequence of unitary transformations on $\mathcal{H}$. A unitary transformation $U_{i}$ on $\mathcal{H}_{A}$ corresponds to the transformation $U_{i}^{\prime}=U_{i} \otimes I$ on the whole $\mathcal{H}$. The query transformation $O$ corresponds to a transformation $O^{\prime}$ that is equal to $O_{x}$ on the subspace $H_{A} \otimes|x\rangle$.

We perform the sequence of transformations $U_{T}^{\prime} O^{\prime} U_{T-1}^{\prime} \cdots U_{0}^{\prime}$ on the starting state

$$
\left|\psi_{\text {start }}\right\rangle=|0\rangle \otimes \sum_{x \in S} \alpha_{x}|x\rangle
$$

Then, the final state is

$$
\left|\psi_{\mathrm{end}}\right\rangle=\sum_{x \in X} \alpha_{x}\left|\psi_{x}\right\rangle \otimes|x\rangle
$$

where $\left|\psi_{x}\right\rangle$ is the final state of $A=U_{T} O U_{T-1} \ldots U_{0}$ on input $x$. This follows from the fact that the restrictions of $U_{T}^{\prime}, O^{\prime}, U_{T-1}^{\prime}, \ldots, U_{0}^{\prime}$ to $\mathcal{H}_{A} \otimes|x\rangle$ are $U_{T}, O_{x}, U_{T-1}, \ldots, U_{0}$ and these are exactly the transformations of the algorithm $A$ on input $x$.

Let $\rho_{\text {end }}$ be the reduced density matrix of the $\mathcal{H}_{I}$ register of the state $\left|\psi_{\text {end }}\right\rangle$. The adversary method of $[3,4]$ works by showing the following two statements.

- Let $x \in X$ and $y \in X$ be such that $f(x) \neq f(y)$ (where $f$ is the function that is being computed). If the algorithm outputs the correct answer with probability $1-\varepsilon$ on both $x$ and $y$ then

$$
\left|\left(\rho_{\mathrm{end}}\right)_{x, y}\right| \leq 2 \sqrt{\varepsilon(1-\varepsilon)}\left|\alpha_{x}\right|\left|\alpha_{y}\right|
$$

- For any algorithm that uses $T$ queries, there exist inputs $x, y \in S$ such that $f(x) \neq f(y)$ and

$$
\left(\rho_{\mathrm{end}}\right)_{x, y}>2 \sqrt{\varepsilon(1-\varepsilon)}\left|\alpha_{x}\right|\left|\alpha_{y}\right|
$$

These two statements together imply that any algorithm computing $f$ must use more than $T$ queries.
An equivalent approach [15, 4] is to consider the inner products $\left\langle\psi_{x} \mid \psi_{y}\right\rangle$ between the final states $\left|\psi_{x}\right\rangle$ and $\left|\psi_{y}\right\rangle$ of the algorithm on inputs $x$ and $y$. Then, $\left|\left(\rho_{\text {end }}\right)_{x, y}\right| \leq 2 \sqrt{\varepsilon(1-\varepsilon)}\left|\alpha_{x}\right|\left|\alpha_{y}\right|$ is equivalent to $\left|\left\langle\psi_{x} \mid \psi_{y}\right\rangle\right| \leq 2 \sqrt{\varepsilon(1-\varepsilon)}$.

As a result, both of the above statements can be described in terms of inner products $\left\langle\psi_{x} \mid \psi_{y}\right\rangle$, without explicitly introducing the register $\mathcal{H}_{I}$. The first statement says that, for the algorithm to succeed on inputs $x, y$ such that $f(x) \neq f(y)$, the states $\left|\psi_{x}\right\rangle$ and $\left|\psi_{y}\right\rangle$ must be sufficiently far apart from one another (so that the inner product $\left|\left\langle\psi_{x} \mid \psi_{y}\right\rangle\right|$ is at most $\left.2 \sqrt{\varepsilon(1-\varepsilon)}\right)$. The second statement says that this is impossible if the algorithm only uses $T$ queries.

This approach breaks down if we consider computing a function $f$ with success probability $p<1 / 2$. ( $f$ has to have more than 2 values for this task to be nontrivial.) Then, $\left|\psi_{x}\right\rangle$ and $\left|\psi_{y}\right\rangle$ could be the same and the algorithm may still succeed on both inputs, if it outputs $x$ with probability $1 / 2$ and $y$ with probability $1 / 2$. In the case of strong direct product theorems, the situation is even more difficult. Since the algorithm only has to be correct with probability $c^{-K}$, the algorithm could have almost the same final state on $c^{K}$ different inputs and still "succeed" on every one of them.

## NEW QUANTUM LOWER BOUND METHOD

In this paper, we present a new method that does not suffer from this problem. Our method, described in the next section, uses the idea of augmenting the algorithm with an input register $\mathcal{H}_{I}$, together with two new ingredients:

1. Symmetrization. We symmetrize the algorithm by applying a random permutation $\pi \in S_{N}$ to the input $x_{1}, \ldots, x_{N}$.
2. Eigenspace analysis. We study the eigenspaces of $\rho_{\text {start }}, \rho_{\text {end }}$ and density matrices describing the state of $\mathcal{H}_{I}$ at intermediate steps and use them to bound the progress of the algorithm.

The eigenspace analysis is the main new technique. Symmetrization is necessary to simplify the structure of the eigenspaces, to make the eigenspace analysis possible.

## 4 Our result

Theorem 4.1. There exist $\varepsilon$ and $c$ satisfying $\varepsilon>0,0<c<1$ such that, for any $K \leq N / 2$, solving $\operatorname{SEARCH}_{K}(N)$ with probability at least $c^{K}$ requires $(\varepsilon-o(1)) \sqrt{N K}$ queries.

### 4.1 General framework

We first give a high-level overview of the new method, in a form that may be applicable to a variety of problems. After that, in Section 4.2, we will describe how to adapt this general method to the $K$-fold search problem.

As before, let $X \subseteq\{0,1\}^{N}$ be a subset of the set of inputs for the function $f\left(x_{1}, \ldots, x_{N}\right)$. Let $G$ be the group of all permutations $\pi$ on $\{1, \ldots, N\}$ that fix $X$ :

$$
\left\{\left(x_{\pi(1)}, \ldots, x_{\pi(N)}\right):\left(x_{1}, \ldots, x_{N}\right) \in X\right\}=X
$$

Additionally we assume for all $\pi \in G$ that $f\left(x_{\pi(1)}, \ldots, x_{\pi(N)}\right)$ and $\pi$ uniquely determine $f\left(x_{1}, \ldots, x_{N}\right)$.
We choose $X$ so that $X$ consists of "hard" inputs (inputs on which $f$ is difficult to evaluate with few queries) and the symmetry group $G$ is as large as possible. For example, in the case of $K$-fold search, $X$ is the set of all $x \in\{0,1\}^{N},|x|=K$ and $G$ consists of all permutations on $\{1, \ldots, N\}$.

Let $\mathcal{A}$ be an algorithm for $f\left(x_{1}, \ldots, x_{N}\right)$ and let $\mathcal{H}_{A}$ be the workspace on which $\mathcal{A}$ operates.
We first "symmetrize" $\mathcal{A}$ by adding an extra register $\mathcal{H}_{S}$ holding a permutation $\pi \in G$. Initially, $\mathcal{H}_{S}$ holds a uniform superposition of all permutations $\pi$ :

$$
\frac{1}{\sqrt{|G|}} \sum_{\pi \in G}|\pi\rangle
$$

Before each query $O$, we insert a transformation $|i\rangle|\pi\rangle \mapsto\left|\pi^{-1}(i)\right\rangle|\pi\rangle$ on the part of the state containing the index $i$ to be queried and $\mathcal{H}_{s}$. After the query, we insert a transformation $|i\rangle|\pi\rangle \mapsto|\pi(i)\rangle|\pi\rangle$. The effect of the symmetrization is that, on the subspace $|s\rangle \otimes|\pi\rangle$, the algorithm is effectively running on the input $x_{\pi(1)}, \ldots, x_{\pi(N)}$. At the end of algorithm, we apply a unitary transformation that replaces the answer for $f\left(x_{\pi(1)}, \ldots, x_{\pi(N)}\right)$ with the corresponding answer for $f\left(x_{1}, \ldots, x_{N}\right)$. (This is possible because of our requirement that $f\left(x_{\pi(1)}, \ldots, x_{\pi(N)}\right)$ and $\pi$ uniquely determine $f\left(x_{1}, \ldots, x_{N}\right)$.)

If the original algorithm $\mathcal{A}$ succeeds on every input $\left(x_{1}, \ldots, x_{N}\right)$ with probability at least $\boldsymbol{\varepsilon}$, the symmetrized algorithm also succeeds with probability at least $\varepsilon$, since its success probability is just the average of the success probabilities of $\mathcal{A}$ over all $\left(x_{\pi(1)}, \ldots, x_{\pi(N)}\right), \pi \in G$. Next, we recast $\mathcal{A}$ into a different form, using a register that stores the input $x_{1}, \ldots, x_{N}$, as in Section 3.

Let $\mathcal{H}_{I}$ be an $|X|$-dimensional Hilbert space whose basis states correspond to inputs $\left(x_{1}, \ldots, x_{N}\right) \in X$. We transform the symmetrized version of $\mathcal{A}$ into a sequence of transformations on a Hilbert space $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{S} \otimes \mathcal{H}_{I}$. As before, a non-query transformation $U$ on $\mathcal{H}_{A} \otimes \mathcal{H}_{S}$ is replaced by $U \otimes I$ on $\mathcal{H}$. A query is replaced by a transformation $O$ that is equal to $O_{x_{1}, \ldots, x_{N}} \otimes I$ on the subspace consisting of states of the form $|s\rangle_{A, S} \otimes\left|x_{1} \ldots x_{N}\right\rangle_{I}$. The starting state of the algorithm on Hilbert space $\mathcal{H}$ is $\left|\varphi_{0}\right\rangle=\left|\psi_{\text {start }}\right\rangle_{A, S} \otimes\left|\psi_{0}\right\rangle_{I}$ where $\left|\psi_{\text {start }}\right\rangle_{A, S}$ is the starting state of $\mathcal{A}$ as an algorithm acting on $\mathcal{H}_{A} \otimes \mathcal{H}_{S}$ and $\left|\psi_{0}\right\rangle_{I}$ is some fixed superposition of states $\left|x_{1} \ldots x_{N}\right\rangle,\left(x_{1}, \ldots, x_{N}\right) \in X$.

Let $\left|\psi_{t}\right\rangle$ be the state of the algorithm $\mathcal{A}$, as a sequence of transformations on $\mathcal{H}$, after the $t^{\text {th }}$ query. Let $\rho_{t}$ be the mixed state obtained from $\left|\psi_{t}\right\rangle$ by tracing out the $\mathcal{H}_{A} \otimes \mathcal{H}_{S}$ register and let $\lambda_{1}, \lambda_{2}, \ldots$ be all the distinct eigenvalues of $\rho_{t}$. Let $S_{i}$ be the subspace of $\mathcal{H}_{I}$ consisting of all eigenvectors with the eigenvalue $\lambda_{i}$ and let $P_{i}$ be the projector to the subspace $S_{i}$. Then,

$$
\rho_{t}=\sum_{i} \lambda_{i} P_{i}
$$

For a permutation $\pi \in G$, let $U_{\pi}$ be the unitary transformation on the register $\mathcal{H}_{I}$ defined by

$$
U_{\pi}\left|x_{1} \ldots x_{N}\right\rangle=\left|x_{\pi(1)} \ldots x_{\pi(N)}\right\rangle .
$$

Then, because of the symmetrization step, $\rho_{t}$ is invariant under $U_{\pi}: \rho_{t}=U_{\pi} \rho_{t} U_{\pi}^{-1}$. This means that every eigenspace $S_{i}$ is fixed by $U_{\pi}$, for every $\pi \in G$.

Let $\mathcal{V}$ be the collection of all invariant subspaces $S \leq \mathcal{H}_{A}$ (subspaces $S$ that are fixed by all $\pi \in G$ ). Then, we can always express $\rho_{t}$ as

$$
\rho_{t}=\sum_{S \in \mathcal{V}} \lambda_{S} P_{S}
$$

where $P_{S}$ is a projector to the subspace $S$. This means that the state of the algorithm can be fully described by the vector $\left(\lambda_{S}\right)_{S \in \mathcal{V}}$. (For some symmetry groups $G$, there could be infinitely many invariant subspaces. Then $\mathcal{V}$ will be infinite but only finitely many of the $\lambda_{S}$ will be nonzero.)

We divide $\mathcal{V}$ into a set $\mathcal{V}_{\text {good }}$ of "good" subspaces and a set $\mathcal{V}_{\text {bad }}$ of "bad" subspaces so that, if the algorithm $\mathcal{A}$ succeeds, a non-negligible part of the final state $\rho_{T}$ must consist of $P_{S}, S \in \mathcal{V}_{\text {good }}$.

To prove a lower bound on the number of queries, we show that the initial state of $\mathcal{H}_{I}$ is in $\mathcal{V}_{\text {bad }}$ and then prove that $T_{0}$ queries are not enough to move a non-negligible part of the state to $S \in \mathcal{V}_{\text {good }}$. That is done by bounding the change in $\left(\lambda_{S}\right)_{S \in \mathcal{V}}$ in one query, as follows. Let $\rho_{t}$ be the state of $\mathcal{H}_{I}$ before the $(t+1)^{\text {st }}$ query. We decompose

$$
\rho_{t}=\sum_{i=0}^{N} \rho_{t, i}
$$

with $\rho_{t, i}$ being the part of the state in which the query register of $\mathcal{A}$ contains $i$. Let $G^{(i)}$ consist of all $\pi \in S$ with $\pi(i)=i$. Then $\rho_{t, i}$ is fixed by $U_{\pi}$ for all $\pi \in G^{(i)}$. Let $\mathcal{V}^{(i)}$ consist of all subspaces $S$ that are fixed by all $U_{\pi}, \pi \in G^{(i)}$. Then

$$
\rho_{t, i}=\sum_{S \in \mathcal{V}^{(i)}} \lambda_{S} P_{S}
$$

## NEW QUANTUM LOWER BOUND METHOD

We use this decomposition to describe the effect of a query on $\rho_{t, i}$. Then we relate subspaces $S \in \mathcal{V}^{(i)}$ to subspaces $S \in \mathcal{V}$. This allows us to bound the change in $\left(\lambda_{S}\right)_{S \in \mathcal{V}}$.

Specialization to $k$-fold search In the case of $k$-fold search (described in the next section), there are just $K+1$ invariant subspaces $S_{0}, \ldots, S_{K}$ with $S_{i}$ intuitively corresponding to the algorithm knowing locations of $i$ out of $K$ items $j$ with $x_{j}=1$. The state of the algorithm can then be described by a vector ( $\lambda_{0}, \ldots, \lambda_{K}$ ) of length $K+1$, where $\lambda_{i}$ describes the probability that the algorithm knows locations of $i$ out of the $K$ items.

The bad subspaces that make up $\mathcal{V}_{\text {bad }}$ are $S_{0}, \ldots, S_{K / 2}$ which correspond to $A$ knowing at most $K / 2$ of the $K$ locations $j$ with $x_{j}=1$. The good subspaces that make up $\mathcal{V}_{\text {good }}$ are $S_{K / 2+1}, \ldots, S_{K}$ which correspond to $A$ knowing more than $K / 2$ of the $K$ locations $j$ with $x_{j}=1$.

## 4.2 $K$-fold search

We now prove Theorem 4.1. Let $\mathcal{A}$ be an algorithm for $\operatorname{SEARCH}_{K}(N)$ that uses $T \leq \varepsilon \sqrt{N K}$ queries.
As described in the previous subsection, we first "symmetrize" $\mathcal{A}$ by adding an extra register $\mathcal{H}_{S}$ holding a permutation $\pi \in S_{N}$. Initially, $\mathcal{H}_{S}$ holds a uniform superposition of all permutations $\pi$ :

$$
\frac{1}{\sqrt{N!}} \sum_{\pi \in S_{N}}|\pi\rangle
$$

The result of this step is that, on the subspace consisting of all states $|s\rangle \otimes|\pi\rangle$, the algorithm runs on the input $x_{\pi(1)}, \ldots, x_{\pi(N)}$. At the end of the algorithm, we apply the transformation

$$
\left.\left|i_{1}\right\rangle \ldots\left|i_{K}\right\rangle|\pi\rangle \mapsto\left|\pi^{-1}\left(i_{1}\right)\right\rangle \ldots\left|\pi^{-1}\left(i_{K}\right\rangle\right| \pi\right\rangle
$$

on the part of $\mathcal{H}_{A}$ that holds the output of the algorithm and $\mathcal{H}_{S}$. This converts the answer for the input $x_{\pi(1)}, \ldots, x_{\pi(N)}$ into the answer for the actual input $x_{1}, \ldots, x_{N}$.

We then add an input register $\mathcal{H}_{I}$ which initially, holds the starting state

$$
\left|\psi_{0}\right\rangle=\frac{1}{\sqrt{\binom{N}{K}}} \sum_{\substack{x_{1}, \ldots, x_{N}: \\ x_{1}+\cdots+x_{N}=K}}\left|x_{1} \ldots x_{N}\right\rangle .
$$

Let $\left|\psi_{t}\right\rangle$ be the state of the algorithm $\mathcal{A}$, as a sequence of transformations on $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{S} \otimes \mathcal{H}_{I}$, after the $t^{\text {th }}$ query. Then,

$$
\left|\psi_{t}\right\rangle=\frac{1}{\sqrt{\binom{N}{K} N!}} \sum_{\substack{x_{1}, \ldots, x_{N}: \\ x_{1}+\cdots+x_{N}=K}} \sum_{\pi \in S_{N}}\left|\psi_{t}^{x_{\pi(1)}, \ldots, x_{\pi(N)}}\right\rangle_{A}|\pi\rangle_{S}\left|x_{1}, \ldots, x_{N}\right\rangle_{I}
$$

where $\left|\psi_{t}^{x_{\pi(1)}, \ldots, x_{\pi(N)}}\right\rangle$ denotes the state of $\mathcal{H}_{A}$ after $t$ steps, on the input $x_{\pi(1)}, \ldots, x_{\pi(N)}$.
Let $\rho_{t}$ be the mixed state obtained from $\left|\psi_{t}\right\rangle$ by tracing out the $\mathcal{H}_{A}$ register. We claim that the states $\rho_{t}$ have a special form, due to our symmetrization step.
Lemma 4.2. The entries $\left(\rho_{t}\right)_{x, y}$ are the same for all $x=\left(x_{1}, \ldots, x_{N}\right), y=\left(y_{1}, \ldots, y_{N}\right)$ with the same cardinality of the set $\left\{\ell: x_{\ell}=y_{\ell}=1\right\}$.

Proof. Since $\rho_{t}$ is independent of the way how the $\mathcal{H}_{A} \otimes \mathcal{H}_{S}$ is traced out, we first measure $\mathcal{H}_{S}$ (in the $|\pi\rangle$ basis) and then measure $\mathcal{H}_{A}$ (arbitrarily). When measuring $\mathcal{H}_{S}$, every $\pi$ is obtained with an equal probability. Let $\rho_{t, \pi}$ be the reduced density matrix of $\mathcal{H}_{I}$, conditioned on the measurement of $\mathcal{H}_{S}$ giving $\pi$. Then

$$
\rho_{t}=\sum_{\pi} \frac{1}{N!} \rho_{t, \pi}
$$

The entry $\left(\rho_{t, \pi}\right)_{x, y}$ is the same as the entry $\left(\rho_{t, \text { id }}\right)_{\pi^{-1}(x), \pi^{-1}(y)}$ because the symmetrization by $\pi$ maps $\pi^{-1}(x), \pi^{-1}(y)$ to $x, y$. Let $x, y, x^{\prime}, y^{\prime}$ be such that $\left|\left\{i: x_{i}=y_{i}=1\right\}\right|=\left|\left\{i: x_{i}^{\prime}=y_{i}^{\prime}=1\right\}\right|$. Then there is a permutation $\tau \in S_{N}$ such that $\tau(x)=x^{\prime}, \tau(y)=y^{\prime}$. Therefore,

$$
\begin{aligned}
\left(\rho_{t}\right)_{x, y} & =\frac{1}{N!} \sum_{\pi \in S_{N}}\left(\rho_{t, \pi}\right)_{x, y}=\frac{1}{N!} \sum_{\pi \in S_{N}}\left(\rho_{t, \mathrm{id}}\right)_{\pi^{-1}(x), \pi^{-1}(y)} \\
& =\frac{1}{N!} \sum_{\pi \in S_{N}}\left(\rho_{t, \mathrm{id}}\right)_{\pi^{-1} \tau(x), \pi^{-1} \tau(y)}=\left(\rho_{t}\right)_{\tau(x), \tau(y)}=\left(\rho_{t}\right)_{x^{\prime}, y^{\prime}}
\end{aligned}
$$

This means that $\left(\rho_{t}\right)_{x, y}$ only depends on $\left|\left\{\ell: x_{\ell}=y_{\ell}=1\right\}\right|$.
Any $\binom{N}{K} \times\binom{ N}{K}$ matrix with this property shares the same eigenspaces. Namely, we have
Lemma 4.3 (Knuth [17]). Let $A$ be an $\binom{N}{K} \times\binom{ N}{K}$ matrix whose rows and columns are indexed by 0-1 sequences $x_{1}, \ldots, x_{N}$ with $x_{1}+\cdots+x_{N}=K$. Assume that $A$ is such that $A_{x, y}$ only depends on the number of bits $\left\{i: x_{i}=y_{i}=1\right\}$. Then, the eigenspaces of $A$ are $S_{0}, S_{1}, \ldots, S_{K}$ where $T_{0}=S_{0}$ consists of multiples of $\left|\psi_{0}\right\rangle$ and, for $j>0, S_{j}=T_{j} \cap\left(T_{j-1}\right)^{\perp}$, with $T_{j}$ being the space spanned by all states

$$
\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle=\frac{1}{\sqrt{\left(\begin{array}{c}
N \\
K-j)
\end{array}\right.}} \sum_{\substack{x_{1}, \ldots, x_{N}: \\
x_{1}+\cdots+x_{N}=K, x_{i_{1}}=\cdots=x_{i_{j}}=1}}\left|x_{1}, \ldots, x_{N}\right\rangle
$$

Let $\tau_{j}$ be the completely mixed state over the subspace $S_{j}$.
Lemma 4.4. There exist $p_{t, 0} \geq 0, \ldots, p_{t, K} \geq 0$ such that $\rho_{t}=\sum_{j=0}^{K} p_{t, j} \tau_{j}$.
Proof. By Lemma 4.3, $S_{0}, \ldots, S_{K}$ are the eigenspaces of $\rho_{t}$. Therefore, $\rho_{t}$ is a linear combination of the projectors to $S_{0}, \ldots, S_{K}$. Since $\tau_{j}$ is a multiple of the projector to $S_{j}$, we have

$$
\rho_{t}=\sum_{j=0}^{K} p_{t, j} \tau_{j}
$$

Since $\rho_{t}$ is a density matrix, it must be positive semidefinite. This means that $p_{t, 0} \geq 0, \ldots, p_{t, K} \geq 0$.
Informally, we can interpret $p_{t, j}$ as the probability that, after $t$ queries, the algorithm $\mathcal{H}_{A}$ knows the locations for $t$ out of the $K$ items $j$ with $x_{j}=1$. Let $q_{t, j}=p_{t, j}+p_{t, j+1}+\cdots+p_{t, K}$. The theorem now follows from the following lemmas.

Lemma 4.5. $p_{0,0}=1, p_{0, j}=0$ for $j>0$.

## NEW QUANTUM LOWER BOUND METHOD

Proof. In the starting state, $\mathcal{H}_{I}$ contains the state $\left|\varphi_{0}\right\rangle$, independent of $\mathcal{H}_{A}$ and $\mathcal{H}_{P}$. Therefore, tracing out $\mathcal{H}_{A} \otimes \mathcal{H}_{P}$ leaves the state $\rho_{0}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$.

Lemma 4.6. For all $j \in\{1, \ldots, K\}$ and all $t$ we have $q_{t+1, j+1} \leq q_{t, j+1}+\frac{4 \sqrt{K}}{\sqrt{N}} q_{t, j}$.
Proof. In Section 5.
Lemma 4.7. $q_{t, j} \leq\binom{ t}{j}\left(\frac{4 \sqrt{K}}{\sqrt{N}}\right)^{j}$.
Proof. By induction on $t$. The base case, $t=0$ follows immediately from $p_{0,0}=1$ and

$$
p_{0,1}=\cdots=p_{0, K}=0 .
$$

For the induction step, we have

$$
\begin{aligned}
q_{t+1, j} & \leq q_{t, j}+\frac{4 \sqrt{K}}{\sqrt{N}} q_{t, j-1} \leq\binom{ t}{j}\left(\frac{4 \sqrt{K}}{\sqrt{N}}\right)^{j}+\frac{4 \sqrt{K}}{\sqrt{N}}\binom{t}{j-1}\left(\frac{4 \sqrt{K}}{\sqrt{N}}\right)^{j-1} \\
& =\left(\binom{t}{j}+\binom{t}{j-1}\right)\left(\frac{4 \sqrt{K}}{\sqrt{N}}\right)^{j}=\binom{t+1}{j}\left(\frac{4 \sqrt{K}}{\sqrt{N}}\right)^{j}
\end{aligned}
$$

where the first inequality follows from Lemma 4.6 and the second inequality follows from the inductive assumption.

Lemma 4.8. If $t \leq 0.03 \sqrt{N K}$ then $q_{t, j}<0.66^{j}$ for all $j>K / 2$.
Proof. By the well known inequality $\binom{t}{j}<(\mathrm{e} t / j)^{j}$ for $j \geq 1$, we have

$$
q_{t, j} \leq\binom{ t}{j}\left(\frac{4 \sqrt{K}}{\sqrt{N}}\right)^{j} \leq\left(\frac{4 \sqrt{K} \mathrm{e} t}{\sqrt{N} j}\right)^{j}
$$

Let $j>K / 2$ and $t \leq 0.03 \sqrt{N K}$. Then

$$
\frac{4 \sqrt{K} \mathrm{e} t}{\sqrt{N} j} \leq \frac{0.12 \mathrm{e} \sqrt{K} \sqrt{N K}}{\sqrt{N} K / 2}<0.66
$$

implying the lemma.
Lemma 4.9. The success probability of $\mathcal{A}$ is at most

$$
\frac{\binom{N}{K / 2}}{\binom{N}{K}}+4 \sqrt{q_{t, K / 2+1}} .
$$

Proof. In Section 6.

To complete the proof, given the two Lemmas, we choose a constant $c>\sqrt[4]{0.66}=0.90133 \ldots$ and set $\varepsilon=0.03$. Then, by Lemma 4.9, the success probability of $\mathcal{A}$ is at most

$$
\frac{\binom{N}{K / 2}}{\binom{N}{K}}+4 \sqrt{0.66^{K / 2}}
$$

The first term is equal to

$$
\begin{aligned}
\frac{\binom{N}{K / 2}}{\binom{N}{K}} & =\frac{K!(N-K)!}{(K / 2)!(N-K / 2)!}=\frac{K(K-1) \ldots(K / 2+1)}{(N-K / 2)(N-K / 2-1) \ldots(N-K+1)} \\
& \leq\left(\frac{K}{N-K / 2}\right)^{K / 2} \leq\left(\frac{N / 2}{3 N / 4}\right)^{K / 2}=\left(\frac{2}{3}\right)^{K / 2}=o\left(c^{K}\right),
\end{aligned}
$$

where the last two inequalities follow from $K<N / 2$. The second term is $4 \sqrt{0.66^{K / 2}}=o\left(c^{K}\right)$.

## 5 Proof of Lemma 4.6

Let $\left|\psi_{t}\right\rangle$ be the state before $(t+1)^{\text {st }}$ query. We decompose $\left|\psi_{t}\right\rangle$ as $\sum_{i=0}^{N} a_{i}\left|\psi_{t, i}\right\rangle$, where $\left|\psi_{t, i}\right\rangle$ is the part in which the query register contains $|i\rangle$. Because of symmetrization, we must have $\left|a_{1}\right|=\left|a_{2}\right|=\cdots=\left|a_{N}\right|$. Also, we can choose the relative phases so that $a_{1}, \cdots, a_{N}$ are all positive reals and, thus, $a_{1}=a_{2}=\cdots=$ $a_{N}$. Let $\rho_{t, i}=\left|\psi_{t, i}\right\rangle\left\langle\psi_{t, i}\right|$. Then

$$
\begin{equation*}
\rho_{t}=\sum_{i=0}^{N} a_{i}^{2} \rho_{t, i} . \tag{5.1}
\end{equation*}
$$

Claim 5.1. Let $i \in\{1, \ldots, N\}$. The entry $\left(\rho_{t, i}\right)_{x, y}$ only depends on $x_{i}, y_{i}$, and the cardinality of $\{\ell: \ell \neq$ $\left.i, x_{\ell}=y_{\ell}=1\right\}$.

Proof. The main idea is similar to Lemma 4.2.
This time, we trace out all registers, except for $\mathcal{H}_{I}$ and the query register. This gives us a density matrix $\rho$ whose rows and columns are indexed by pairs $(x, j)$ where $x$ is an input and $j \in\{1, \ldots, N\}$. Let $x \in\{0,1\}^{N}, y \in\{0,1\}^{N}, j \in[N], k \in[N]$ and $x^{\prime} \in\{0,1\}^{N}, y^{\prime} \in\{0,1\}^{N}, j^{\prime} \in[N], k^{\prime} \in[N]$ be such that there is a permutation $\pi \in S_{N}$ with $x^{\prime}=\pi(x), y^{\prime}=\pi(y), i^{\prime}=\pi(i)$ and $j^{\prime}=\pi(j)$. By an argument similar to the proof of Lemma 4.2, we have

$$
\begin{equation*}
\rho_{(x, i),(y, j)}=\rho_{\left(x^{\prime}, i^{\prime}\right),\left(y^{\prime}, j^{\prime}\right)} \tag{5.2}
\end{equation*}
$$

We now observe that $\rho_{t, i}$ is the submatrix of $\rho$ consisting of rows and columns indexed by pairs $(x, i)$, with all possible $x \in\{0,1\}^{N},\left|\left\{i: x_{i}=1\right\}\right|=K$.

If we have inputs $x, y, x^{\prime}, y^{\prime}$ with $x_{i}=x_{i}^{\prime}, y_{i}=y_{i}^{\prime}$ and $\left|\left\{\ell: \ell \neq i, x_{\ell}=y_{\ell}=1\right\}\right|=\left|\left\{\ell: \ell \neq i, x_{\ell}^{\prime}=y_{\ell}^{\prime}=1\right\}\right|$, then we can construct a permutation $\pi$ with $\pi(i)=i, \pi(x)=x^{\prime}$ and $\pi(y)=y^{\prime}$. Equation (5.2) then implies $\left(\rho_{t, i}\right)_{x, y}=\left(\rho_{t, i}\right)_{x^{\prime}, y^{\prime}}$.

## NEW QUANTUM LOWER BOUND METHOD

We now describe the eigenspaces of matrices $\rho_{t, i}$. The proofs of some claims are postponed to Section 7.

We define the following subspaces of states. Let $i \in[N]$ and $j \in\{0,1, \ldots, K\}$. We define $T_{j}^{i, 0}$ to be the subspace spanned by all states

$$
\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=\frac{1}{\sqrt{\binom{N-j-1}{K-j}}} \sum_{\substack{x:|x|=K \\ x_{i_{1}}=\cdots=x_{i j}=1, x_{i}=0}}\left|x_{1} \ldots x_{N}\right\rangle
$$

with $\left(i_{1}, \ldots, i_{j}\right)$ ranging over all tuples of $j$ distinct elements of $[N]-\{i\}$. Similarly, we define $T_{j}^{i, 1}$ to be the subspace spanned by all states

$$
\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle=\frac{1}{\sqrt{\binom{N-j-1}{K-j-1}}} \sum_{\substack{x:|x|=K \\ x_{i_{1}}=\cdots=x_{i_{j}}=1, x_{i}=1}}\left|x_{1} \ldots x_{N}\right\rangle .
$$

Let $S_{j}^{i, 0}=T_{j}^{i, 0} \cap\left(T_{j-1}^{i, 0}\right)^{\perp}$ and $S_{j}^{i, 1}=T_{j}^{i, 1} \cap\left(T_{j-1}^{i, 1}\right)^{\perp}$. Equivalently, we can define $S_{j}^{i, 0}$ and $S_{j}^{i, 1}$ as the subspaces spanned by the states $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ and $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$, respectively, with

$$
\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, \ell}\right\rangle=P_{\left(T_{j-1}^{i \ell}\right)^{\perp}}\left|\psi_{i_{1}, \ldots, i_{j}}^{i, \ell}\right\rangle
$$

Let $S_{\alpha, \beta, j}^{i}$ be the subspace spanned by all states

$$
\begin{equation*}
\alpha \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, j}\right\rangle \|}+\beta \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i,}\right\rangle \|} . \tag{5.3}
\end{equation*}
$$

where $\left(i_{1}, \ldots, i_{j}\right)$ again ranges over all tuples of $j$ distinct elements of $[N]-\{i\}$.
Claim 5.2. Every eigenspace of $\rho_{t, i}$ is a direct sum of subspaces $S_{\alpha, \beta, j}^{i}$ for some $\alpha, \beta, j$.
Proof. In Section 7.
Let $\tau_{\alpha, \beta, j}^{i}$ be the completely mixed state over $S_{\alpha, \beta, j}^{i}$. Similarly to Lemma 4.4, we can write $\rho_{t, i}$ as

$$
\begin{equation*}
\rho_{t, i}=\sum_{(\alpha, \beta, j) \in A_{t, i}} p_{\alpha, \beta, j}^{i} \tau_{\alpha, \beta, j}^{i} \tag{5.4}
\end{equation*}
$$

where $(\alpha, \beta, j)$ range over some finite set $A_{t, i}$. (This set is finite because the $\mathcal{H}_{I}$ register holding $\left|x_{1} \ldots x_{N}\right\rangle$ is finite dimensional and, therefore, decomposes into a direct sum of finitely many eigenspaces.) For every pair $(\alpha, \beta, j) \in A_{t, i}$, we normalize $\alpha, \beta$ by multiplying them by the same constant so that $\alpha^{2}+\beta^{2}=$ 1. Querying $x_{i}$ transforms this state to

$$
\rho_{t, i}^{\prime}=\sum_{(\alpha, \beta, j) \in A_{t, i}} p_{\alpha, \beta, j}^{i} \tau_{\alpha,-\beta, j}^{i}
$$

because $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, \ell}\right\rangle$ is a superposition of $|x\rangle$ with $x_{i}=\ell$ and, therefore, a query leaves $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ unchanged and flips a phase on $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$. If $i=0$, we have $\rho_{t, 0}^{\prime}=\rho_{t, 0}$, because, if the query register contains $|0\rangle$, the query maps any state to itself, thus leaving $\rho_{t, 0}$ unchanged.

Claim 5.3. Let $\alpha_{0}=\sqrt{\frac{N-K}{N-j}}\left\|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\|$ and $\beta_{0}=\sqrt{\frac{K-j}{N-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\|$.
(i) $S_{\alpha_{0}, \beta_{0}, j}^{i} \subseteq S_{j}$;
(ii) $S_{\beta_{0},-\alpha_{0}, j}^{i} \subseteq S_{j+1}$.

Proof. In Section 7.
Corollary 5.4. For any $\alpha, \beta$ we have $S_{\alpha, \beta, j}^{i} \subseteq S_{j} \oplus S_{j+1}$.
Proof. We have $S_{\alpha, \beta, j} \subseteq S_{j}^{i, 0} \oplus S_{j}^{i, 1}$, since $S_{\alpha, \beta, j}$ is spanned by linear combinations of states $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ (which belong to $S_{j}^{i, 0}$ ) and states $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$ (which belong to $S_{j}^{i, 1}$ ). As shown in the proof of Claim 5.3 above,

$$
S_{j}^{i, 0} \oplus S_{j}^{i, 1} \subseteq S_{\alpha_{0}, \beta_{0}, j} \oplus S_{-\beta_{0}, \alpha_{0}, j} \subseteq S_{j} \oplus S_{j+1}
$$

The next claim quantifies the overlap between $S_{\alpha, \beta, j}^{i}$ and $S_{j+1}$.

## Claim 5.5.

$$
\operatorname{Tr} P_{S_{j+1}} \tau_{\alpha, \beta, j}^{i}=\frac{\left|\alpha \beta_{0}-\beta \alpha_{0}\right|^{2}}{\alpha_{0}^{2}+\beta_{0}^{2}}
$$

Proof. In Section 7.
To be able to use this bound, we also need to bound $\alpha_{0}$ and $\beta_{0}$.
Claim 5.6. $\frac{\beta_{0}}{\sqrt{\alpha_{0}^{2}+\beta_{0}^{2}}} \leq \sqrt{\frac{4(K-j)}{N+3 K-4 j}}$.
Proof. In Section 7.
We can now complete the proof of Lemma 4.6. By projecting both sides of $\rho_{t}=\sum_{i} p_{t, i} \tau_{i}$ to $\left(T_{j}\right)^{\perp}=$ $S_{j+1} \oplus \cdots \oplus S_{K}$ and taking trace, we get

$$
\begin{equation*}
\operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \rho_{t}=\sum_{j^{\prime}=0}^{K} p_{t, j^{\prime}} \operatorname{Tr} P_{\left(T^{j}\right)^{\perp}} \tau_{j^{\prime}}=\sum_{j^{\prime}=j+1}^{K} p_{t, j^{\prime}}=q_{t, j} \tag{5.5}
\end{equation*}
$$

with the second equality following because the states $\tau_{j^{\prime}}$ are uniform mixtures over subspaces $S_{j^{\prime}}$ and $S_{0}, \ldots, S_{j}$ are contained in $T_{j}$ while $S_{j+1}, \ldots, S_{K}$ are contained in $\left(T_{j}\right)^{\perp}$. Because of equations (5.1) and (5.4), this means that

$$
\begin{equation*}
q_{t, j+1}=a_{0}^{2} \operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \rho_{t, 0}+\sum_{i=1}^{N} a_{i}^{2} \sum_{\left(\alpha, \beta, j^{\prime}\right) \in A_{t, i}} p_{\alpha, \beta, j^{\prime}}^{i} \operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \tau_{\alpha, \beta, j^{\prime}}^{i} . \tag{5.6}
\end{equation*}
$$

Decomposing the state after the query in a similar way, we get

$$
q_{t+1, j+1}=a_{0}^{2} \operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \rho_{t, 0}^{\prime}+\sum_{i=1}^{N} a_{i}^{2} \sum_{\left(\alpha, \beta, j^{\prime}\right) \in A_{t, i}} p_{\alpha, \beta, j^{\prime}}^{i} \operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \tau_{\alpha,-\beta, j^{\prime}}^{i}
$$

## NEW QUANTUM LOWER BOUND METHOD

By substracting the two sums and using $\rho_{t, 0}^{\prime}=\rho_{t, 0}$, we get

$$
\begin{equation*}
q_{t+1, j+1}-q_{t, j+1}=\sum_{i=1}^{N} a_{i}^{2} \sum_{\left(\alpha, \beta, j^{\prime}\right) \in A_{t, i}} p_{\alpha, \beta, j^{\prime}}^{i} \operatorname{Tr} P_{\left(T_{j}\right)^{\perp}}\left(\tau_{\alpha,-\beta, j^{\prime}}^{i}-\tau_{\alpha, \beta, j^{\prime}}^{i}\right) \tag{5.7}
\end{equation*}
$$

We now claim that all the terms in this sum with $j^{\prime} \neq j$ are 0 . For $j^{\prime}<j, S_{\alpha, \beta, j^{\prime}} \subseteq T_{j^{\prime}+1} \subseteq T_{j}$, implying that $\operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \tau_{\alpha, \beta, j^{\prime}}^{i}=0$ and, similarly, $\operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \tau_{\alpha,-\beta, j^{\prime}}^{i}=0$. For $j^{\prime}>j, S_{\alpha, \beta, j^{\prime}} \subseteq S_{j^{\prime}} \oplus S_{j^{\prime}+1} \subseteq\left(T_{j}\right)^{\perp}$, implying that

$$
\operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \tau_{\alpha, \beta, j^{\prime}}^{i}=1, \quad \operatorname{Tr} P_{\left(T_{j}\right)^{\perp}} \tau_{\alpha,-\beta, j^{\prime}}^{i}=1
$$

and the difference of the two is 0 . By removing those terms from (5.7), we get

$$
\begin{equation*}
q_{t+1, j+1}-q_{t, j+1}=\sum_{i=1}^{N} a_{i}^{2} \sum_{(\alpha, \beta, j) \in A_{t, i}} p_{\alpha, \beta, j}^{i} \operatorname{Tr} P_{\left(T_{j}\right)^{\perp}}\left(\tau_{\alpha,-\beta, j}^{i}-\tau_{\alpha, \beta, j}^{i}\right) \tag{5.8}
\end{equation*}
$$

We have

$$
\operatorname{Tr} P_{\left(T_{j}\right)^{\perp}}\left(\tau_{\alpha,-\beta, j}^{i}-\tau_{\alpha, \beta, j}^{i}\right)=\operatorname{Tr} P_{S_{j+1}}\left(\tau_{\alpha,-\beta, j}^{i}-\tau_{\alpha, \beta, j}^{i}\right)=\frac{\left|\alpha \beta_{0}+\beta \alpha_{0}\right|^{2}}{\alpha_{0}^{2}+\beta_{0}^{2}}-\frac{\left|\alpha \beta_{0}-\beta \alpha_{0}\right|^{2}}{\alpha_{0}^{2}+\beta_{0}^{2}}
$$

where the first equality follows from Corollary $5.4, S_{j} \subseteq T_{j}$, and $S_{j+1} \subseteq\left(T_{j}\right)^{\perp}$, and the second equality follows from Claim 5.5. This is at most

$$
4 \frac{\left|\alpha \beta \alpha_{0} \beta_{0}\right|}{\alpha_{0}^{2}+\beta_{0}^{2}} \leq 2 \frac{\alpha_{0} \beta_{0}}{\alpha_{0}^{2}+\beta_{0}^{2}}=2 \frac{\alpha_{0}}{\sqrt{\alpha_{0}^{2}+\beta_{0}^{2}}} \frac{\beta_{0}}{\sqrt{\alpha_{0}^{2}+\beta_{0}^{2}}} \leq 2 \sqrt{\frac{4(K-j)}{N+3 K-4 j}} \leq 2 \sqrt{\frac{4 K}{N}}
$$

where the first inequality follows from

$$
|\alpha \beta| \leq \frac{|\alpha|^{2}+|\beta|^{2}}{2}=\frac{1}{2}
$$

and the second inequality follows from Claim 5.6 and $\frac{\alpha_{0}}{\sqrt{\alpha_{0}^{2}+\beta_{0}^{2}}} \leq 1$. Together with equation (5.7), this means

$$
\begin{equation*}
q_{t+1, j+1}-q_{t, j+1} \leq \frac{4 \sqrt{K}}{\sqrt{N}} \sum_{i=1}^{N} a_{i}^{2} \sum_{(\alpha, \beta, j) \in A_{t, i}} p_{\alpha, \beta, j}^{i} \tag{5.9}
\end{equation*}
$$

Similarly to equation (5.5) we have

$$
p_{t, j+1}+p_{t, j}=\operatorname{Tr} P_{\left(S_{j} \oplus S_{j+1}\right)} \rho_{t}
$$

We can then express the right hand side, similarly to equation (5.6), as a sum of terms $p_{j^{\prime}}^{0} \operatorname{Tr} P_{\left(S_{j} \oplus S_{j+1}\right)} \tau_{j^{\prime}}$ and $p_{\alpha, \beta, j^{\prime}}^{i} \operatorname{Tr} P_{\left(S_{j} \oplus S_{j+1}\right)} \tau_{\alpha, \beta, j^{\prime}}^{i}$. Since $S_{\alpha, \beta, j}^{i} \subseteq S_{j} \oplus S_{j+1}$ (by Corollary 5.4), we have

$$
\operatorname{Tr} P_{\left(S_{j} \oplus S_{j+1}\right)} \tau_{\alpha, \beta, j}^{i}=1
$$

This means that

$$
p_{t, j+1}+p_{t, j} \geq \sum_{i=1}^{N} a_{i}^{2} \sum_{(\alpha, \beta, j) \in A_{t, i}} p_{\alpha, \beta, j}^{i}
$$

Together with equation (5.9), this implies

$$
q_{t+1, j+1}-q_{t, j+1} \leq \frac{4 \sqrt{K}}{\sqrt{N}}\left(p_{t, j}+p_{t, j+1}\right) \leq \frac{4 \sqrt{K}}{\sqrt{N}} \sum_{j^{\prime}=j}^{K} p_{t, j^{\prime}}=\frac{4 \sqrt{K}}{\sqrt{N}} q_{t, j}
$$

## 6 Proof of Lemma 4.9

We start with the case when $p_{T, K / 2+1}=\cdots=p_{T, K}=0$.
Lemma 6.1. If $p_{T, K / 2+1}=\cdots=p_{T, K}=0$, the success probability of $\mathcal{A}$ is at $\operatorname{most} \frac{\binom{N}{K / 2}}{\binom{N}{K}}$.
Proof. Let $|\psi\rangle$ be the final state. The state of register $\mathcal{H}_{I}$ lies in $T_{K / 2}$, which is an $\binom{N}{K / 2}$-dimensional space. Therefore, there is a Schmidt decomposition for $|\psi\rangle$ with at most $\binom{N}{K / 2}$ terms. This means that the state of $\mathcal{H}_{A}$ lies in an $\binom{N}{K / 2}$-dimensional subspace of $\mathcal{H}_{A} \otimes H_{S}$.

We express the final state as

$$
|\psi\rangle=\sum_{x:|x|=K} \frac{1}{\sqrt{\binom{N}{K}}}\left|\psi_{x}\right\rangle|x\rangle .
$$

We can think of $\left|\psi_{x}\right\rangle$ as a quantum encoding for $x$ and the final measurement as a decoding procedure that takes $\left|\psi_{x}\right\rangle$ and produces a guess for $x$. The probability that algorithm $\mathcal{A}$ succeeds is then equal to the average success probability of the encoding. We now use

Theorem 6.2. [20] For any encoding $\left|\psi_{x}\right\rangle$ of M classical values by quantum states in d dimensions, the probability of success is at most $d / M$.

In our case, $M=\binom{N}{K}$ and $d=\binom{N}{K / 2}$ because the states $|\psi\rangle$ all lie in a $\binom{N}{K / 2}$-dimensional subspace of $\mathcal{H}_{A} \otimes \mathcal{H}_{S}$. Therefore, Theorem 6.2 implies Lemma 6.1.

We decompose the state $\left|\psi_{T}\right\rangle$ as $\sqrt{1-\delta}\left|\psi_{T}^{\prime}\right\rangle+\sqrt{\delta}\left|\psi_{T}^{\prime \prime}\right\rangle$ where $\left|\psi_{T}^{\prime}\right\rangle$ is in the subspace $\mathcal{H}_{A} \otimes T_{K / 2}$ and $\left|\psi_{T}^{\prime \prime}\right\rangle$ is in $\mathcal{H}_{A} \otimes\left(T_{K / 2}\right)^{\perp}$. We have

$$
\delta=\sum_{j=K / 2+1}^{K} p_{T, j}
$$

The success probability of $\mathcal{A}$ is the probability that, if we measure both the register of $\mathcal{H}_{A}$ containing the result of the computation and $\mathcal{H}_{I}$ then we get $i_{1}, \ldots, i_{K}$ and $x_{1}, \ldots, x_{N}$ such that $x_{i_{1}}=\cdots=x_{i_{K}}=1$.

## NEW QUANTUM LOWER BOUND METHOD

Consider the probability of getting $i_{1}, \ldots, i_{K}$ and $x_{1}, \ldots, x_{N}$ such that $x_{i_{1}}=\cdots=x_{i_{K}}=1$, when measuring $\left|\psi_{T}^{\prime}\right\rangle$ (instead of $\left|\psi_{T}\right\rangle$ ). By Lemma 6.1, this probability is at most $\binom{N}{K / 2} /\binom{N}{K}$. We have

$$
\left\|\psi_{T}-\psi_{T}^{\prime}\right\| \leq\left(1-\sqrt{1-\delta^{2}}\right)\left\|\psi_{T}^{\prime}\right\|+\sqrt{\delta}\left\|\psi_{T}^{\prime \prime}\right\|=\left(1-\sqrt{1-\delta^{2}}\right)+\sqrt{\delta} \leq 2 \sqrt{\delta} .
$$

We now apply
Lemma 6.3. [10] For any states $|\psi\rangle$ and $\left|\psi^{\prime}\right\rangle$ and any measurement, the total variation distance between the probability distributions obtained by applying $M$ to $|\psi\rangle$ and to $\left|\psi^{\prime}\right\rangle$ is at most $2\left\|\psi-\psi^{\prime}\right\|$.

By Lemma 6.3, the probabilities of getting $i_{1}, \ldots, i_{K}$ and $x_{1}, \ldots, x_{N}$ such that $x_{i_{1}}=\cdots=x_{i_{K}}=1$, when measuring $\left|\psi_{T}\right\rangle$ and $\left|\psi_{T}^{\prime}\right\rangle$ differ by at most $4 \sqrt{\delta}=4 \sqrt{q_{T, K / 2+1}}$. Therefore, the success probability of $\mathcal{A}$ is at most

$$
\frac{\binom{N}{K / 2}}{\binom{N}{K}}+4 \sqrt{q_{T, K / 2+1}} .
$$

## 7 Structure of the eigenspaces of $\rho_{t, i}$

In this section, we prove Claims 5.2, 5.3, 5.5, and 5.6 describing the structure of the eigenspaces of $\rho_{t, i}$. Before giving the proofs, we briefly summarize the results in this section.

1. Let $\rho_{t, i}$ be a matrix whose rows and columns are indexed by $\left(x_{1}, \ldots, x_{N}\right), x_{i} \in\{0,1\}$ with $x_{1}+$ $\ldots+x_{N}=K$. By Claim 5.2, if $\rho_{t, i}$ is symmetric w.r.t. any permutation $\pi \in S_{N}$ that fixes $i$, then its eigenspaces are of the form $S_{\alpha, \beta, j}^{i}$, which is the subspace spanned by the states of the form

$$
\alpha \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j} j}^{i, 0}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i j}\right\rangle \|}+\beta \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle}
$$

where $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ and $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$ are the states defined at the beginning of Section 5.
2. We then relate the eigenspaces $S_{\alpha, \beta, j}^{i}$ to the subspaces $S_{0}, \ldots, S_{K}$ defined in Section 4.2. In Claim 5.3 we show that, for certain $\alpha_{0}$ and $\beta_{0}$, we have

- $S_{\alpha_{0}, \beta_{0}, j}^{i} \subseteq S_{j}$;
- $S_{-\beta_{0}, \alpha_{0}, j}^{i} \subseteq S_{j+1}$;

A corollary of this is that, for any $\alpha, \beta$, we have

$$
S_{\alpha, \beta, j}^{i} \subseteq S_{\alpha_{0}, \beta_{0}, j}^{i} \oplus S_{-\beta_{0}, \alpha_{0}, j}^{i} \subseteq S_{j} \oplus S_{j+1}
$$

This is shown in Corollary 5.4.
3. Next, in Claim 5.5, we quantify how close $S_{\alpha, \beta, j}^{i}$ is to $S_{j}$ and $S_{j+1}$. The result is an expression for $\operatorname{Tr} P_{S_{j+1}} \tau_{\alpha, \beta, j}^{i}$ (where $\tau_{\alpha, \beta, j}^{i}$ is the maximally mixed state over $S_{\alpha, \beta, j}^{i}$ ) that involves $\alpha, \beta$ and $\alpha_{0}, \beta_{0}$. To use that expression, we also need a bound on the ratio of $\alpha_{0}$ and $\beta_{0}$ (Claim 5.6).

Proof of Claim 5.2. We rearrange the rows and the columns of $\rho_{t, i}$ so that all rows and columns corresponding to $\left|x_{1} \ldots x_{N}\right\rangle$ with $x_{i}=0$ are before the rows and the columns corresponding to $\left|x_{1} \ldots x_{N}\right\rangle$ with $x_{i}=1$. We then express $\rho_{t, i}$ as

$$
\rho_{t, i}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right),
$$

where $A$ is an $\binom{N-1}{K} \times\binom{ N-1}{K}$ square matrix indexed by $\left|x_{1} \ldots x_{N}\right\rangle$ with $x_{i}=0, D$ is an $\binom{N-1}{K-1} \times\binom{ N-1}{K-1}$ square matrix indexed by $\left|x_{1} \ldots x_{N}\right\rangle$ with $x_{i}=1$, and $B$ and $C$ are rectangular matrices with rows (columns) indexed by $\left|x_{1} \ldots x_{N}\right\rangle$ with $x_{i}=0$ and columns (rows) indexed by $\left|x_{1} \ldots x_{N}\right\rangle$ with $x_{i}=1$.

We claim that

$$
\begin{align*}
\rho_{t, i}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle & =a_{11}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+a_{12}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \quad \text { and } \\
\rho_{t, i}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{, i}\right\rangle & =a_{21}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, j}\right\rangle+a_{22}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \tag{7.1}
\end{align*}
$$

where $a_{11}, a_{12}, a_{21}, a_{22}$ are independent of $i_{1}, \ldots, i_{j}$. To prove that, we first note that $A$ and $D$ are matrices where $A_{x y}$ and $D_{x y}$ only depend on $\left|\left\{t: x_{t}=y_{t}\right\}\right|$. Therefore Lemma 4.3 applies. This means that $S_{j}^{i, 0}$ and $S_{j}^{i, 1}$ are eigenspaces for $A$ and $D$, respectively, and

$$
\begin{aligned}
& A\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=a_{11}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle \quad \text { and } \\
& D\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle=a_{22}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle,
\end{aligned}
$$

where $a_{11}$ and $a_{22}$ are the eigenvalues of $A$ and $D$ for the eigenspaces $S_{j}^{i, 0}$ and $S_{j}^{i, 1}$. It remains to prove that

$$
\begin{align*}
& B\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=a_{12}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \quad \text { and }  \tag{7.2}\\
& C\left|{\left.\tilde{i_{1}}, \ldots, i_{j}\right\rangle}_{i, 1}\right\rangle=a_{21}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle . \tag{7.3}
\end{align*}
$$

Let $M$ be a rectangular matrix, with entries indexed by $x, y$, with $|x|=|y|=K$ and $x_{i}=1$ and $y_{i}=0$. The entries of $M$ are $M_{x y}=1$ if $x$ and $y$ differ in two places, with $x_{i}=1, y_{i}=0$ and $x_{l}=0, y_{l}=1$ for some $l \neq i$ and $M_{x y}=0$ otherwise. We claim

$$
\begin{equation*}
M\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=c\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \tag{7.4}
\end{equation*}
$$

for some $c$ that may depend on $N, k$, and $j$ but not on $i_{1}, \ldots, i_{j}$. To prove that, we need to prove two things. First,

$$
\begin{equation*}
M\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=c\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle . \tag{7.5}
\end{equation*}
$$

This follows by

$$
\begin{aligned}
M\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle & =\frac{1}{\sqrt{\binom{N-j-1}{k-j}}} \sum_{\substack{x_{i_{1}}=\cdots=x_{i_{j}}=1, x_{i}=0}} M|x\rangle \\
& =\frac{1}{\sqrt{\binom{N-j-1}{K-j}}} \sum_{\substack{x: x_{i_{1}}=\cdots=x_{i_{j}}=1 \\
x_{i}=0}} \sum_{\ell: x_{\ell}=1}\left|x_{1} \ldots x_{\ell-1} 0 x_{\ell+1} \ldots x_{i-1} 1 x_{i+1} \ldots x_{N}\right\rangle \\
& =\frac{1}{\sqrt{\binom{N-j-1}{K-j}}}(N-K) \sum_{\substack{y: y_{i_{1}}=\cdots=y_{i_{j}}=1 \\
y_{i}=1}}|y\rangle=\sqrt{(K-j)(N-K)}\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle .
\end{aligned}
$$

Second, $M\left(T_{j}^{i, 0}\right) \subseteq T_{j}^{i, 1}$ and $M\left(T_{j}^{i, 0}\right)^{\perp} \subseteq\left(T_{j}^{i, 1}\right)^{\perp}$. The first statement immediately follows from equation (7.5), because the subspaces $T_{j}^{i, 0}$ and $T_{j}^{i, 1}$ are spanned by the states $\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ and $\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$, respectively. To prove the second statement, let $|\psi\rangle \in\left(T_{j}^{i, 0}\right)^{\perp}$ and $|\psi\rangle=\sum_{x} a_{x}|x\rangle$. We would like to prove $M|\psi\rangle \in\left(T_{j}^{i, 1}\right)^{\perp}$. This is equivalent to $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right| M|\psi\rangle=0$ for all $i_{1}, \ldots, i_{j}$. We have

$$
\begin{aligned}
\left\langle\psi_{i_{1}, \cdots, i_{j}}^{i, 1}\right| M|\psi\rangle & =\frac{1}{\sqrt{\binom{N-j-1}{K-j-1}}} \sum_{y: y_{i_{1}}=\cdots=y_{i_{j}}=1}\langle y| M|\psi\rangle \\
& =\frac{1}{\sqrt{\binom{N-j-1}{K-j-1}}} \sum_{x: x_{i_{1}}=\cdots=x_{i_{j}}=1,} \sum_{\substack{l: x_{l}=1, x_{i}=0 \\
l \notin\left\{i_{1}, \ldots, i_{j}\right\}}} a_{x} \\
& =\frac{1}{\sqrt{\binom{N-j-1}{K-j-1}}}(K-j) \sum_{x: x_{i_{1}}=\cdots=x_{i_{j}}=1} a_{x}=0 .
\end{aligned}
$$

The first equality follows by writing out $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right|$, the second equality follows by writing out $M$. The third equality follows because, for every $x$ with $|x|=K$ and $x_{i_{1}}=\cdots=x_{i_{j}}=1$, there are $K-j$ more $l \in[N]$ satisfying $x_{l}=1$. The fourth equality follows because $\sum_{x: x_{i_{1}}=\ldots=x_{i_{j}}=1} a_{x}$ is a constant times $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{i, 0} \mid \psi\right\rangle$ and $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{i, 0} \mid \psi\right\rangle=0$, because $|\psi\rangle \in\left(T_{j}^{i, 0}\right)^{\perp}$.

Furthermore, $B M$ is an $\binom{N-1}{K} \times\binom{ N-1}{K}$ matrix, with $(B M)_{x, y}$ only depending on $\left|\left\{\ell: x_{\ell}=y_{\ell}=1\right\}\right|$. Therefore, $S_{j}^{i, 1}$ is an eigenspace of $B M$ and, since $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \in S_{j}^{i, 1}$, we have

$$
B M\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle=\lambda\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle
$$

for an eigenvalue $\lambda$ independent of $i_{1}, \ldots, i_{j}$. Together with equation (7.4), this implies equation (7.2) with $a_{12}=\lambda / c$.

Equation (7.3) follows by proving

$$
M^{T}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle=c\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle \quad \text { and } \quad C M^{T}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=\lambda\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle
$$

in a similar way.
We now diagonalize the matrix

$$
M^{\prime}=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right) .
$$

It has two eigenvectors: $\binom{\alpha_{1}}{\beta_{1}}$ and $\binom{\alpha_{2}}{\beta_{2}}$. Equation (7.1) implies that, for any $i_{1}, \ldots, i_{j}$,

$$
\alpha_{1}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+\beta_{1}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle
$$

is an eigenvector of $\rho_{t, i}$ with the same eigenvalue $\lambda$. Therefore, $S_{\alpha_{1}, \beta_{1}, j}^{i}$ is an eigenspace of $\rho_{t, i}$. Similarly, $S_{\alpha_{2}, \beta_{2}, j}^{i}$ is an eigenspace of $\rho_{t, i}$. Vectors $\alpha_{1}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+\beta_{1}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$ and $\alpha_{2}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+\beta_{2}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$ together span the same space as vectors $\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ and $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$. Since the vectors $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, \ell}\right\rangle$ span $S_{j}^{i, \ell}$, this means that

$$
S_{j}^{i, 0} \oplus S_{j}^{i, 1} \subseteq S_{\alpha_{1}, \beta_{1}, i} \oplus S_{\alpha_{2}, \beta_{2}, i} .
$$

Therefore, repeating this argument for every $j$ gives a collection of eigenspaces that span the entire state space for $\mathcal{H}_{I}$. This means that any eigenspace of $\rho_{t, i}$ is a direct sum of some of eigenspaces $S_{\alpha, \beta, j}^{i}$.
Proof of Claim 5.3. For part (i), consider the states $\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle$ spanning $T_{j}$. We have

$$
\begin{equation*}
\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle=\sqrt{\frac{N-k}{N-j}}\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+\sqrt{\frac{K-j}{N-j}}\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \tag{7.6}
\end{equation*}
$$

because an $(N-K) /(N-j)$ fraction of the states $\left|x_{1} \ldots x_{N}\right\rangle$ with $|x|=K$ and $x_{i_{1}}=\cdots=x_{i_{j}}=1$ have $x_{i}=0$ and the rest have $x_{i}=1$. The projection of these states to $\left(T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1}\right)^{\perp}$ are

$$
\sqrt{\frac{N-K}{N-j}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+\sqrt{\frac{K-j}{N-j}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle
$$

which, by equation (5.3) are exactly the states spanning $S_{\alpha_{0}, \beta_{0}, j}^{i}$. Furthermore, we claim that

$$
\begin{equation*}
T_{j-1} \subseteq T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1} \subseteq T_{j} . \tag{7.7}
\end{equation*}
$$

The first containment is true because $T_{j-1}$ is spanned by the states $\left|\psi_{i_{1}, \ldots, i_{j-1}}\right\rangle$ which either belong to $T_{j-2}^{i, 1} \subseteq T_{j-1}^{i, 1}$ (if one of $i_{1}, \ldots, i_{j-1}$ is equal to $i$ ) or are a linear combination of states $\left\langle\psi_{i_{1}, \ldots, i_{j-1}}^{i, 0}\right\rangle$ and $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{i, 1}\right\rangle$ which belong to $T_{j-1}^{i, 0}$ and $T_{j-1}^{i, 1}$. The second containment follows because the states $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{i, 1}\right\rangle$ spanning $T_{j-1}^{i, 1}$ are the same as the states $\left|\psi_{i, i_{1}, \ldots, i_{j-1}}\right\rangle$ which belong to $T_{j}$ and the states $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{i, 0}\right\rangle$ spanning $T_{j-1}^{i, 0}$ can be expressed as linear combinations of $\left|\psi_{\left.i_{1}, \ldots, i_{j-1}\right\rangle}\right\rangle$ and $\left|\psi_{i, i_{1}, \ldots, i_{j-1}}\right\rangle$ which both belong to $T_{j}$.

The first part of (7.7) now implies

$$
S_{\alpha_{0}, \beta_{0}, j}^{i} \subseteq\left(T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1}\right)^{\perp} \subseteq\left(T_{j-1}\right)^{\perp} .
$$

We also have $S_{\alpha_{0}, \beta_{0}, j}^{i} \subseteq T_{j}$, because, $S_{\alpha_{0}, \beta_{0}, j}^{i}$ is spanned by the states

$$
P_{\left(T_{j-1}^{i 0} \oplus T_{j-1}^{i, 1}\right)}\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle=\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle-P_{T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1}}\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle
$$

and $\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle$ belongs to $T_{j}$ by the definition of $T_{j}$ and $P_{T_{j-1}^{i 0} \oplus T_{j-1}^{i, 1}}\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle$ belongs to $T_{j}$ because of the second part of (7.7). Therefore, $S_{\alpha_{0}, \beta_{0}, j}^{i} \subseteq T_{j} \cap\left(T_{j-1}\right)^{\perp}=S_{j}$.

For the part (ii), we have

$$
S_{\alpha_{0}, \beta_{0}, j}^{i} \subseteq S_{j}^{i, 0} \oplus S_{j}^{i, 1} \subseteq T_{j}^{i, 0} \oplus T_{j}^{i, 1} \subseteq T_{j+1}
$$

where the first containment is true because $S_{\alpha_{0}, \beta_{0}, j}^{i}$ is spanned by linear combinations of vectors $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ (which belong to $S_{j}^{i, 0}$ ) and vectors $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle$ (which belong to $S_{j}^{i, 1}$ ) and the last containment is true because of the second part of equation (7.7).

Let

$$
\begin{equation*}
|\psi\rangle=\beta_{0} \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j} j}^{i, 0}\right\rangle}-\alpha_{0} \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \|} \tag{7.8}
\end{equation*}
$$

be one of the vectors spanning $S_{\beta_{0},-\alpha_{0}, j}^{i}$. To prove that $|\psi\rangle$ is in $S_{j+1}=T_{j+1}-T_{j}$, it remains to prove that $|\psi\rangle$ is orthogonal to $T_{j}$. This is equivalent to proving that $|\psi\rangle$ is orthogonal to every vector $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j}^{\prime}}\right\rangle$ spanning $T_{j}$.

Case $1\left\{i_{1}^{\prime}, \ldots, i_{j}^{\prime}\right\}=\left\{i_{1}, \ldots, i_{j}\right\}$ : Since $|\psi\rangle$ belongs to $\left(T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1}\right)^{\perp}$, it suffices to prove that $|\psi\rangle$ is orthogonal to the projection of $\left|\psi_{i_{1}, \ldots, i_{j}}\right\rangle$ to $\left(T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1}\right)^{\perp}$ which, by the discussion after the equation (7.6), is equal to

$$
\begin{equation*}
\alpha_{0} \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle \|}+\beta_{0} \frac{\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle}{\|\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle \|} . \tag{7.9}
\end{equation*}
$$

${ }_{¿}$ From equations (7.8) and (7.9) we see that the inner product of the two states is $\alpha_{0} \beta_{0}-\beta_{0} \alpha_{0}=0$.
Case $2\left\{i_{1}^{\prime}, \ldots, i_{j}^{\prime}\right\} \neq\left\{i_{1}, \ldots, i_{j}\right\}$ but one of $i_{1}^{\prime}, \ldots, i_{j}^{\prime}$ is equal to $i$ : For simplicity, assume $i=i_{j}^{\prime}$. Then $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j}^{\prime}}\right\rangle$ is the same as $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{i, 1}\right\rangle$ which belongs to $T_{j-1}^{i, 1}$. By the definition of $S_{\alpha, \beta, j}^{i}$, the vector $|\psi\rangle$ belongs to $\left(T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1}\right)^{\perp}$ and is therefore orthogonal to $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{i, 1}\right\rangle$.

Case $3\left\{i_{1}^{\prime}, \ldots, i_{j}^{\prime}\right\} \neq\left\{i_{1}, \ldots, i_{j}\right\}$ and none of $i_{1}^{\prime}, \ldots, i_{j}^{\prime}$ is equal to $i$ : One of $i_{1}^{\prime}, \ldots, i_{j}^{\prime}$ must be not in $\left\{i_{1}, \ldots, i_{j}\right\}$. For simplicity, assume it is $i_{j}^{\prime}$. We have

$$
\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{\prime}\right\rangle=\sum_{i^{\prime} \notin\left\{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}\right\}}\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}}\right\rangle .
$$

Also, $\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}} \mid \psi\right\rangle=0$, because $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}\right\rangle$ is in $T_{j-1}^{i, 0} \oplus T_{j-1}^{i, 1}$. As proved in the previous case,

$$
\left\langle\boldsymbol{\psi}_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i}^{\prime} \mid \psi\right\rangle=0 .
$$

We therefore have

$$
\begin{equation*}
\sum_{i^{\prime} \notin\left\{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i\right\}}\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}} \mid \psi\right\rangle=0 . \tag{7.10}
\end{equation*}
$$

By symmetry, the inner product $\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}} \mid \psi\right\rangle$ is the same for every $i^{\prime} \notin\left\{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i\right\}$. Therefore, equation (7.10) means $\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}} \mid \psi\right\rangle=0$ for every $i^{\prime} \notin\left\{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i\right\}$.
Proof of Claim 5.5. $\tau_{\alpha, \beta, j}^{i}$ is a mixture of states $|\psi\rangle$ from the subspace $S_{\alpha, \beta, j}^{i}$. We prove the claim by showing that, for any of those states $|\psi\rangle$, the squared norm of its projection to $S_{j+1}$ is equal to the right hand side of Claim 5.5. Since $|\psi\rangle \in S_{\alpha, \beta, j}^{i}$ we can write it as

$$
|\psi\rangle=\sum_{i_{1}, \ldots, i_{j}} a_{i_{1}, \ldots, i_{j}}\left(\alpha\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+\beta\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle\right)
$$

for some $a_{i_{1}, \ldots, i_{j}}$. Let

$$
\begin{aligned}
& \left|\psi^{+}\right\rangle=\sum_{i_{1}, \ldots, i_{j}} a_{i_{1}, \ldots, i_{j}}\left(\beta_{0}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle-\alpha_{0}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle\right) \quad \text { and } \\
& \left|\psi^{-}\right\rangle=\sum_{i_{1}, \ldots, i_{j}} a_{i_{1}, \ldots, i_{j}}\left(\alpha_{0}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle+\beta_{0}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle\right)
\end{aligned}
$$

Then, $|\psi\rangle$ is a linear combination of $\left|\psi^{+}\right\rangle$which belongs to $S_{\beta_{0},-\alpha_{0}, j}^{i} \subset S_{j+1}$ (by Claim 5.3) and $\left|\psi^{-}\right\rangle$ which belongs to $S_{\alpha_{0}, \beta_{0}, j}^{i} \subseteq S_{j}$. Moreover, all three states are linear combinations of $\left|\psi^{0}\right\rangle,\left|\psi^{1}\right\rangle$ defined by

$$
\left|\psi^{\ell}\right\rangle=\sum_{i_{1}, \ldots, i_{j}} a_{i_{1}, \ldots, i_{j}}\left|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, \ell}\right\rangle
$$

We have

$$
|\psi\rangle=\alpha\left|\psi^{0}\right\rangle+\beta\left|\psi^{1}\right\rangle, \quad\left|\psi^{+}\right\rangle=\beta_{0}\left|\psi^{0}\right\rangle-\alpha_{0}\left|\psi^{1}\right\rangle \quad \text { and } \quad\left|\psi^{-}\right\rangle=\alpha_{0}\left|\psi^{0}\right\rangle+\beta_{0}\left|\psi^{1}\right\rangle .
$$

Since $\left|\psi^{+}\right\rangle$and $\left|\psi^{-}\right\rangle$belong to subspaces $S_{j+1}$ and $S_{j}$ which are orthogonal, we must have $\left\langle\psi^{+} \mid \psi^{-}\right\rangle=0$. This means

$$
\alpha_{0} \beta_{0}\left\|\psi^{0}\right\|^{2}-\beta_{0} \alpha_{0}\left\|\psi^{1}\right\|^{2}=0
$$

By dividing the equation by $\alpha_{0} \beta_{0}$, we get $\left\|\psi^{0}\right\|^{2}=\left\|\psi^{1}\right\|^{2}$ and $\left\|\psi^{0}\right\|=\left\|\psi^{1}\right\|$. Since $\|\psi\|=1$, this means that

$$
\left\|\psi^{0}\right\|=\left\|\psi^{1}\right\|=\frac{1}{\sqrt{\alpha^{2}+\beta^{2}}}=1
$$

Since $|\psi\rangle$ lies in the subspace spanned by $\left|\psi^{+}\right\rangle$which belongs to $S_{j+1}$ and $\left|\psi^{-}\right\rangle$which belongs to $S_{j}$, the norm of the projection of $|\psi\rangle$ to $S_{j+1}$ is equal to $\left|\left\langle\psi \mid \psi^{+}\right\rangle\right| /\left\|\psi^{+}\right\|$. By expressing $|\psi\rangle$ and $\left|\psi^{+}\right\rangle$ in terms of $\left|\psi^{0}\right\rangle$ and $\left|\psi^{1}\right\rangle$, we get

$$
\frac{\left|\left\langle\psi \mid \psi^{+}\right\rangle\right|}{\left\|\psi^{+}\right\|}=\frac{\alpha \beta_{0}\left\|\psi^{0}\right\|^{2}-\alpha_{0} \beta\left\|\psi^{1}\right\|^{2}}{\sqrt{\beta_{0}^{2}\left\|\psi^{0}\right\|^{2}+\alpha_{0}^{2}\left\|\psi^{0}\right\|^{2}}}=\frac{\left|\alpha \beta_{0}-\alpha_{0} \beta\right|}{\sqrt{\alpha_{0}^{2}+\beta_{0}^{2}}}
$$

proving the claim.
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Proof of Claim 5.6. We will prove $\left\|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\| \geq \frac{1}{2}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\|$, because that means

$$
\alpha_{0}=\frac{\sqrt{N-K}}{\sqrt{N-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\| \geq \frac{1}{2} \frac{\sqrt{N-K}}{\sqrt{K-j}} \frac{\sqrt{K-j}}{\sqrt{N-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\|=\frac{\sqrt{N-K}}{2 \sqrt{K-j}} \beta_{0}
$$

and

$$
\frac{\beta_{0}}{\sqrt{\alpha_{0}^{2}+\beta_{0}^{2}}} \leq \frac{\beta_{0}}{\sqrt{\frac{N-K}{4(K-j)} \beta_{0}^{2}+\beta_{0}^{2}}}=\frac{1}{\sqrt{1+\frac{N-K}{4(K-j)}}}=\frac{\sqrt{4(K-j)}}{\sqrt{N+3 K-4 j}}
$$

To prove $\left\|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\| \geq\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\|$, we calculate the vector

$$
\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=P_{\left(T_{j-1}^{i}\right)}^{\left.i_{i}^{\prime}\right)}\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle .
$$

Both the vector $\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ and the subspace $T_{j-1}^{i, 0}$ are fixed by

$$
U_{\pi}|x\rangle=\left|x_{\pi(1)} \ldots x_{\pi(N)}\right\rangle
$$

for any permutation $\pi$ that fixes $i$ and maps $\left\{i_{1}, \ldots, i_{j}\right\}$ to itself. This means that $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ is fixed by any such $U_{\pi}$ as well. Therefore, the amplitude of $|x\rangle,|x|=K, x_{i}=0$ in $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ only depends on $\left|\left\{i_{1}, \ldots, i_{j}\right\} \cap\left\{t: x_{t}=1\right\}\right|$. This means $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ is of the form

$$
\left|\psi_{0}\right\rangle=\sum_{m=0}^{j} \alpha_{m} \sum_{\substack{x:|x|=K, x_{i}=0 \\\left|\left\{i_{1}, \ldots, i_{j}\right\} \cap\left\{: x_{t}=1\right\}\right|=m}}|x\rangle .
$$

To simplify the following calculations, we multiply $\alpha_{0}, \ldots, \alpha_{j}$ by the same constant so that

$$
\alpha_{j}=\frac{1}{\sqrt{\binom{N-j-1}{K-j}}} .
$$

Then, $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ remains a multiple of $\left|\psi_{0}\right\rangle$ but may no longer be equal to $\left|\psi_{0}\right\rangle$.
The coefficients $\alpha_{0}, \ldots, \alpha_{j-1}$ should be such that the state is orthogonal to $T_{j-1}$ and, in particular, orthogonal to states $\left|\psi_{i_{1}, \ldots, i_{\ell}}^{i, 0}\right\rangle$ for $\ell \in\{0, \ldots, j-1\}$. By writing out $\left\langle\psi_{0} \mid \psi_{i_{1}, \ldots, i_{\ell}}^{i, 0}\right\rangle=0$, we get

$$
\begin{equation*}
\sum_{m=\ell}^{j} \alpha_{m}\binom{N-j-1}{K-m}\binom{j-\ell}{m-\ell}=0 \tag{7.11}
\end{equation*}
$$

To show that, we first note that $\left|\psi_{i_{1}, \ldots, i_{\ell}}^{i_{\ell}, 0}\right\rangle$ is a uniform superposition of all $|x\rangle,|x|=K, x_{i}=0, x_{i_{1}}=\cdots=$ $x_{i_{l}}=1$. If we want to choose $x$ subject to those constraints and also satisfying $\left|\left\{i_{1}, \ldots, i_{j}\right\} \cap\left\{t: x_{t}=1\right\}\right|=$ $m$, we have to set $x_{t}=1$ for $m-\ell$ different $t \in\left\{i_{\ell+1}, \ldots, i_{j}\right\}$ and for $K-m$ different $t \notin\left\{i, i_{1}, \ldots, i_{j}\right\}$. This can be done in $\binom{j-\ell}{m-\ell}$ and $\binom{N-j-1}{K-m}$ different ways, respectively.
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By solving the system of equations (7.11), we get that the only solution is

$$
\begin{equation*}
\alpha_{m}=(-1)^{j-m} \frac{\binom{N-j-1}{K-j}}{\binom{N-j-1}{K-m}} \alpha_{j} \tag{7.12}
\end{equation*}
$$

Let $\left|\psi_{0}^{\prime}\right\rangle=\left|\psi_{0}\right\rangle /\left\|\psi_{0}\right\|$ be the normalized version of $\left|\psi_{0}\right\rangle$. Then

$$
\begin{align*}
& \left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=\left\langle\psi_{0}^{\prime} \mid \psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle\left|\psi_{0}^{\prime}\right\rangle \quad \text { and } \\
& \left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\|=\left\langle\psi_{0}^{\prime} \mid \psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=\frac{\left\langle\psi_{0} \mid \psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle}{\left\|\psi_{0}\right\|} . \tag{7.13}
\end{align*}
$$

First, we have

$$
\left\langle\psi_{0} \mid \psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle=1
$$

because $\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$ consists of $\binom{N-j-1}{K-j}$ basis states $|x\rangle, x_{i}=0, x_{i_{1}}=\cdots=x_{i_{j}}=1$, each of which has amplitude $1 / \sqrt{\binom{N-j-1}{K-j}}$ in both $\left|\psi_{0}\right\rangle$ and $\left|\psi_{i_{1}, \ldots, i_{j}}^{i, 0}\right\rangle$. Second,

$$
\begin{align*}
\left\|\psi_{0}\right\|^{2} & =\sum_{m=0}^{j}\binom{j}{m}\binom{N-j-1}{K-m} \alpha_{m}^{2}=\sum_{m=0}^{j}\binom{j}{m} \frac{\binom{N-j-1}{K-j}^{2}}{\binom{N-j-1}{K-m}} \alpha_{j}^{2} \\
& =\sum_{m=0}^{j}\binom{j}{m} \frac{\binom{N-j-1}{K-j}}{\binom{N-j-1}{K-m}}=\sum_{m=0}^{j}\binom{j}{m} \frac{(K-m)!(N-K+m-j-1)!}{(K-j)!(N-K-1)!} \\
& =\sum_{m=0}^{j}\binom{j}{m} \frac{(K-m) \cdots(K-j+1)}{(N-K-1) \cdots(N-K+m-j)} \tag{7.14}
\end{align*}
$$

with the first equality following because there are $\binom{j}{m}\binom{N-j-1}{K-m}$ vectors $x$ such that $|x|=K, x_{i}=0, x_{t}=1$ for $m$ different $t \in\left\{i_{1}, \ldots, i_{j}\right\}$ and $K-m$ different $t \notin\left\{i, i_{1}, \ldots, i_{j}\right\}$, the second equality following from equation (7.12) and the third equality following from our choice $\alpha_{j}=1 / \sqrt{\binom{N-j-1}{K-j}}$.

We can similarly calculate $\left\|\tilde{\Psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\|$. We omit the details and just state the result. The counterpart of equation (7.13) is

$$
\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\|=\frac{\left\langle\psi_{1} \mid \psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle}{\left\|\psi_{1}\right\|}
$$

with $\left|\psi_{1}\right\rangle$ being the counterpart of $\left|\psi_{0}\right\rangle$ :

$$
\left|\psi_{1}\right\rangle=\sum_{m=0}^{j} \alpha_{m} \sum_{\substack{x:|x|=K, x_{i}=1 \\\left|\left\{i_{1}, \ldots, i_{j}\right\} \cap\left\{\ell: x_{\ell}=1\right\}\right|=m}}|x\rangle,
$$
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with $\alpha_{0}=1 / \sqrt{\binom{N-j-1}{K-j-1}}$. Similarly as before, we get $\left\langle\psi_{1} \mid \psi_{i_{1}, \ldots, i_{j}}^{i, 1}\right\rangle=1$ and

$$
\begin{align*}
\left\|\psi_{1}\right\|^{2} & =\sum_{m=0}^{j}\binom{j}{m} \frac{\binom{N-j-1}{K-j-1}}{\binom{N-j-1}{K-m-1}} \\
& =\sum_{m=0}^{j}\binom{j}{m} \frac{(K-m-1) \ldots(K-j)}{(N-K) \ldots(N-K+m-j+1)} . \tag{7.15}
\end{align*}
$$

Each term in (7.14) is

$$
\frac{(K-m)(N-K+m-j)}{(K-j)(N-K)}
$$

times the corresponding term in equation (7.15). We have

$$
\frac{K-m}{K-j} \frac{N-K+m-j}{N-K} \leq \frac{K}{K / 2} \cdot 2=4
$$

because $j \leq K / 2$ and $N-K+m-j \leq N-K$ (because of $m \leq j$ ). Therefore, $\left\|\psi_{0}\right\|^{2} \leq 4\left\|\psi_{1}\right\|^{2}$ which implies

$$
\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 0}\right\|=\frac{1}{\left\|\psi_{0}\right\|} \geq \frac{1}{\sqrt{4}\left\|\psi_{1}\right\|}=\frac{1}{2}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{i, 1}\right\| .
$$
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